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A B S T R A C T

This paper addresses the problem of uncertainty quantification and propagation when data for characterizing probability distributions are scarce. We propose a methodology wherein the full uncertainty associated with probability model form and parameter estimation are retained and efficiently propagated. This is achieved by applying the information-theoretic multimodel inference method to identify plausible candidate probability densities and associated probabilities that each method is the best model in the Kullback-Leibler sense. The joint parameter densities for each plausible model are then estimated using Bayes’ rule. We then propagate this full set of probability models by estimating an optimal importance sampling density that is representative of all plausible models, propagating this density, and reweighting the samples according to each of the candidate probability models. This is in contrast with conventional methods that try to identify a single probability model that encapsulates the full uncertainty caused by lack of data and consequently underestimate uncertainty. The result is a complete probabilistic description of both aleatory and epistemic uncertainty achieved with several orders of magnitude reduction in computational cost. It is shown how the model can be updated to adaptively accommodate added data and added candidate probability models. The method is applied for uncertainty analysis of plate buckling strength where it is demonstrated how dataset size affects the confidence (or lack thereof) we can place in statistical estimates of response when data are lacking.
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1. Introduction

Uncertainty quantification (UQ) and propagation play a critical role in computationally evaluating the performance of engineering systems. Generally speaking, uncertainty can be categorized as either aleatory, resulting from inherent randomness, or epistemic, resulting from a lack of complete knowledge [1]. It has been argued that epistemic uncertainties require a different mathematical treatment than aleatory uncertainties that are naturally stochastic [2]. It remains an open, and sometimes contentious, debate as to what that mathematical treatment should be.

Arguments have been made for a variety of probabilistic and non-probabilistic treatments of epistemic uncertainties. Non-probabilistic uncertainty theories include Dempster-Schafer evidence theory [3,4], fuzzy sets [5], interval methods [6,7], convex models [8], possibility theory [9], and information theory [10] among others. Probabilistic approaches meanwhile include methods based on random sets [11], probability boxes (p-boxes) [12,13], Bayesian [14], and frequentist [15] theories. Moreover, several variations of and connections between both probabilistic and non-probabilistic theories have...
been made [16–18] in the interest of constructing a unified theory of imprecise probabilities [19,20]. In other words, to think of these theories as necessarily distinct and mutually exclusive is incorrect. Common formalisms can be applied across many of these approaches such that, for example, fuzzy sets can be interpreted as generalizations of both random sets and intervals and can also be interpreted to loosen the conditions on probability measures. For the interested reader, an extensive review of many of these approaches for engineering applications can be found in [21].

While the intricacies, interconnections, and nuances of these theories are critical to a comprehensive understanding of uncertainty, this work is motivated by epistemic uncertainty that specifically stems from having only small datasets available to characterize otherwise aleatory uncertainties. This is a problem that has been studied by several researchers (e.g. in the context of reliability analysis [22–24]), and one for which we propose a probabilistic approach that addresses its primary challenges: namely probability model selection, model parameter uncertainties, and uncertainty propagation. For clarity, herein the term model is used synonymously with a probability model, which more specifically assigns a probability measure to the probability space of the underlying aleatory uncertainty. Practically speaking, this is uncertainty in the form and parameter values of a probability distribution.

2. Uncertainty caused by lack of data

Statistical theories, both frequentist [15] and Bayesian [14], are well-suited for problems with large sample size. However, large datasets are rarely available for many engineering applications. Small sample size creates a specific form of epistemic uncertainty (sometimes referred to as second-order uncertainty [25]) that manifests in the inability to identify a unique model for the underlying probabilities. This section briefly discusses the challenges created by this type of uncertainty.

2.1. Model-form uncertainty

The desire to assign a specific model form (i.e. probability distribution type) is understandable from many perspectives. Certainly, it simplifies the uncertainty analysis. Going further, the inability to assign a model-form instills a sense of uneasiness in an analyst’s mind because, among other reasons, tools for propagating multiple probability models are limited and computationally very expensive [25]. But one must always ask whether the assignment of a probability model from a small data set is justified. Undoubtedly, cases exist where assignment is justified such as when the data in the small set arise from, say, the sum of many other random variables such that the Central Limit Theorem applies. More commonly, distributions are assigned arbitrarily based on either analyst judgment or through some comparative down-selection or averaging process [26].

Through a comparative down-selection process, one begins with a number of candidate models and through statistical analysis selects the model that is “best” according to some criterion. The most commonly employed methods include statistical goodness-of-fit tests (e.g. [27]), Bayesian hypothesis testing and model selection [28,14], and information-theoretic model selection [29]. For small datasets, statistical goodness-of-fit tests are known to be inappropriate [30]. Bayesian and information-theoretic approaches, meanwhile, remain widely used when data is scarce (justifiably or not). The two methods differ in the nature of their selection criteria. Bayesian model selection methods use ratios of the integrated likelihood functions for different models to compute the Bayes factor. The information-theoretic process, on the other hand, bases the selection process on the Kullback-Leibler mean information loss. These methods are further elaborated in Section 3.

Another popular process is to average the various models that are being considered by assigning relative weights to them. This process, elaborated nicely for the lack of data uncertainties in [31], is perhaps a more comprehensive means of model selection in that it aims to include each of the possible candidate models through the averaging process.

Our primary disagreement with both the down-selection and averaging methods is not a methodological one, but a philosophical one. Given lack of data, we believe and attempt to show that the goal of identifying a single probability model capable of including both stochastic and small dataset uncertainty is an unrealistic one. Selecting a single model (averaged or not) disregards a portion of the uncertainty, and for this reason we prefer a multimodel inference approach, such as that presented by Burnham and Anderson [32] and outlined in Section 3.

2.2. Parameter uncertainty

For a given model, estimation of the model parameters introduces additional uncertainties. In the frequentist approach, the parameters are estimated as deterministic values, perhaps with confidence bounds established through methods such as bootstrapping [33]. Again, these methods can be problematic for small datasets. In the Bayesian approach, the parameters are treated as random variables with their joint distribution estimated through Bayes’ rule as discussed in Section 3.1. For small datasets, these joint distributions can be heavily biased by the prior model and even the use of so-called noninformative priors can have important implications that will not be explored in more detail here.

In this work, we adopt the Bayesian approach with a noninformative prior (accepting that this perhaps has unintended consequences). The primary difference between the approach presented here and most Bayesian approaches is that, rather than estimating the joint parameter density and promptly discarding it by selecting a single set of maximum likelihood parameters for the model or integrating out its variability [34], we retain the full joint parameter densities for each model and propagate them through the function along with their parent models from the multimodel inference.
2.3. Uncertainty propagation

The primary argument against a multimodel approach that retains full parametric uncertainty is clearly computational expense [25]. As pointed out in [31] and illustrated in Fig. 1(a), the Monte Carlo propagation of this type of uncertainty involves multiple loops that come at very large computational cost. Our ability to retain and propagate the full model-form and parametric uncertainties is predicated on a new methodology, shown in Fig. 1(b) and presented in Sections 4 and 5, to collapse these multiple loops to a single Monte Carlo loop on a surrogate distribution obtained through optimization. By propagating this surrogate distribution and reweighting the samples according to importance sampling, it becomes possible to simultaneously propagate uncertainty associated with a full set of model families each having random variable parameters.

3. Bayesian inference and probability model selection from limited data

In this section, we review the principles of Bayesian inference and multimodel selection to assess the viability of different probability models to represent a dataset. Probability model selection is addressed through an information-theoretic approach employing the Akaike Information Criterion to assess the viability of each model and estimate the probability that the given model is the “best” model. For a given probability model, Bayes’ rule is used to quantify uncertainties associated with the model parameters.

3.1. Bayesian inference

Consider the random variable \( X \) with probability model \( M \) and uncertain parameters \( \theta \). Bayes’ rule provides a means of updating our knowledge of the parameters \( \theta \) for \( M \) using collected data. Bayes’ rule treats \( \theta \) probabilistically by assigning a prior probability density function (pdf), denoted \( p(\theta; M) \), that reflects our current belief or knowledge. The pdf of the parameters is updated, given data \( d \), to define a posterior distribution \( p'(\theta|d, M) \) reflecting our updated knowledge by:

\[
p'(\theta|d, M) = \frac{p(d|\theta, M)p(\theta; M)}{p(d; M)} \propto L(\theta|d, M)p(\theta; M)
\]

where \( L(\theta|d, M) = p(d|\theta, M) \) is the likelihood function and the normalizing factor \( p(d; M) \), referred to as the evidence, is computed by marginalizing \( L(\cdot) \) over the parameters \( \theta \)

\[
p(d; M) = \int L(\theta|d, M)p(\theta; M)d\theta
\]

This is a non-trivial task since the integral in Eq. (2) is often analytically intractable. When the prior and posterior distributions belong to the same family, they are referred to as conjugate distributions. For certain distribution families, closed-form relations exist to relate the conjugate distributions that make the evaluation of Bayes’ rule mathematically convenient. More
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Fig. 1. Conceptual comparison of (a) the conventional Monte Carlo approach for propagating model-form and parametric uncertainty, and (b) the proposed approach.
generally, it is necessary to employ the Markov Chain Monte Carlo (MCMC) method to draw samples from \( p^*(\theta|d,M) \). In the present study, we use the affine invariant ensemble sampler for MCMC proposed by Goodman and Weare [35] and packaged as emcee [36].

In the limited data case, Bayesian inference will improve the parameter estimates over prior knowledge but to a limited extent. As a result, the posterior parameter distribution will likely possess large variance which does not instill confidence in the selection of a single parameter set (such as the maximum likelihood estimate). Instead, we propose in this work that the entire joint parameter density should be retained and propagated as discussed in Sections 4 and 5.

3.2. Multimodel selection and model uncertainty

Classically, it is often assumed that there are a set of models and data, statistical inference is then applied to select a single “best” model, and that model is the sole model used for making inference from data. Since a single best model has been found, any uncertainty associated with model selection is ignored. As is well-known and confirmed herein, such selection methods require very large datasets. In the limited data case, it is difficult (if not impossible) to identify a unique best model. It therefore becomes necessary to quantify the model uncertainty and compare the validity of multiple candidate models – a process referred to as multimodel inference [32]. Note that we avoid the use of the term “true” model as we adhere to the theoretic selection criteria based on the Kullback-Leibler (K-L) information theory [37].

Model selection requires establishing a well-justified criterion for determining the best model. Two well-known approaches utilize Bayesian model selection criteria based on Bayes factors/likelihood functions and information-theoretic selection criteria based on the Kullback-Leibler (K-L) information theory [37].

In the Bayesian setting, selection between two models is often conducted by estimating the Bayes factor, \( B_F \), as the ratio of the likelihoods of the data for the two models, \( M_0 \) and \( M_1 \), integrated over the parameter space as:

\[
\frac{p(M_0|d)}{p(M_1|d)} = \frac{p(M_0)p(d|M_0)}{p(M_1)p(d|M_1)} = B_F \cdot \frac{p(M_0)}{p(M_1)}
\]

where

\[
p(d|M) = \int p(\theta|M)p(d|\theta,M)d\theta
\]

This can be generally interpreted such that \( B_F > 1 \) implies that the data provides greater evidence in support of model \( M_0 \) and vice versa for \( B_F < 1 \). It is well known that Bayes factors are sensitive to prior probabilities (especially in the limited data case) [32] and theoretically infinite Bayes factors exist for a given dataset – only some of which are reasonable. A closely related metric for Bayesian model selection, the Bayesian Information Criterion (BIC, a misnomer since no connection to information theory has been established) is derived from the integrated likelihood function. Specifically, the BIC is derived by estimating \(-2 \log(p(d|M))\) through a Taylor series expansion around the maximum likelihood estimate of the parameters, \( \theta \), with some terms neglected as [14]:

\[
\text{BIC} = -2 \log(L(\hat{\theta}|d,M)) + K \log n
\]

where \( L(\hat{\theta}|d,M) = p(d|\hat{\theta},M) \) is the likelihood function given the maximum likelihood estimate of the parameters \( \hat{\theta} \). \( K \) is the dimension of the parameter vector \( \theta \), and \( n \) is the sample size of the dataset. The BIC also provides a convenient means of estimating a Bayes factor for model comparison with some implicitly defined prior distribution that may or may not be reasonable [38].

It is important in model selection to establish a relative scale for the BIC as follows:

\[
\Delta_B^{(i)} = \text{BIC}^{(i)} - \text{BIC}^{\text{min}}
\]

where \( \text{BIC}^{(i)} \) is the BIC for candidate model \( M_i \), and \( \text{BIC}^{\text{min}} = \min_i(\text{BIC}^{(i)}) \). This normalizes the best model to a value \( \Delta_B^{(i)} = 0 \). By doing so, it is possible to establish posterior model probabilities, \( p_i \), as [14]:

\[
p_i = p(M_i|d) = \frac{\exp \left(-\frac{1}{2} \Delta_B^{(i)} \right)}{\sum_{i=1}^{N} \exp \left(-\frac{1}{2} \Delta_B^{(i)} \right)}
\]

under the assumption that the prior models, \( M_i \), have equal probability \( \frac{1}{N} \). This, as noted by Burnham and Anderson [32], does not imply that a true model is among the candidate models \( M_i \) or that such a model even exists – even if \( p_i = 1 \). Instead, these probabilities can be interpreted as the probability that \( M_i \) is the model that the BIC would select with \( p_i = 1 \) given \( n \rightarrow \infty \) (referred to as the BIC target model).
In the information-theoretic setting, model selection is based on establishing a criterion for the information loss resulting from approximating truth with a model. An appropriate model selection criterion is therefore one that minimizes the information loss. Akaike [29] showed that the expected relative K-L information could be approximated by the maximized log-likelihood function with a bias correction. Using this relation, Akaike established the Akaike Information Criterion:

\[ \text{AIC} = -2 \log(\mathcal{L}(\theta | d, M)) + 2K \]  

where \( 2K \) is a bias correction factor. This criterion is referred to as information-theoretic because it provides a simple estimate of the K-L information. However, it can also be conceived in a Bayesian context through the use of a class of savvy priors (see [32] for explanation).

As with the BIC, it is necessary to develop a relative scale for AIC values such that:

\[ \Delta_A^{(i)} = \text{AIC}^{(i)} - \text{AIC}^{\text{min}} \]  

forces the best model to have \( \Delta_A^{(i)} = 0 \) and all other models to have positive \( \Delta_A^{(i)} \) interpreted as the information lost relative to the best model. Moreover, the simple transformation \( \exp \left( -\frac{\Delta_A^{(i)}}{2} \right) \) provides the likelihood for the model \( M_i \) given the data. Normalizing these likelihoods, we can estimate model probabilities analogous to those in Eq. (7) as:

\[ p_i = p(M_i | d) = \frac{\exp \left( -\frac{1}{2} \Delta_A^{(i)} \right)}{\sum_{i=1}^{N} \exp \left( -\frac{1}{2} \Delta_A^{(i)} \right)} \]  

These probabilities can be interpreted as the probability that model \( M_i \) is, in fact, the K-L best model for the data.

Finally, both the AIC and BIC are asymptotic quantities that imply large datasets – each with their own distinct advantages and disadvantages [32,38]. For small datasets, a critical extension of the AIC has been developed [39,40] that introduces a second-order bias correction term yielding:

\[ \text{AIC}_c = -2 \log(\mathcal{L}(\theta | d, M)) + 2K + \frac{2K(K + 1)}{n - K - 1} \]  

AIC\(_c\) should be used when \( \frac{n}{K} < 40 \) and, because AIC\(_c\) \( \rightarrow \) AIC as \( n \rightarrow \infty \), it always makes sense to use the second-order version.

In this work, we utilize the AIC\(_c\) for multimodel selection given its information-theoretic and Bayesian interpretation and allowance for small sample size. Models are ranked according to \( \Delta_A^{(i)} \) and model probabilities assigned according to Eq. (10).

### 4. Importance sampling and the selection of an optimal sampling density

Given the parametric and model-form uncertainties created by lack of data discussed in the previous section, we now turn our attention to the issue of uncertainty propagation. Methods for propagation of uncertainty characterized by exactly known probability models are ubiquitous. The authors are presently unaware of any methods capable of simultaneously propagating many possible/plausible probability models without explicitly propagating each distribution individually at great computational expense [25]. To achieve this simultaneous propagation of the many plausible models identified through multimodel inference with Bayesian parameter estimation, we employ the principles of importance sampling. In this section, we review the importance sampling concept and derive a means of identifying a single optimal sampling density for a set of plausible probability models.

#### 4.1. Importance sampling

Consider the generic performance function \( g(X) \) defining the response quantity of interest for a given system. The problem of uncertainty propagation is generally concerned with evaluating the expected value \( E[g(X)] \) where \( X \in \Omega \) is a random vector having probability model \( M_x \) with density function \( p(x) \). The classical Monte Carlo estimator is given by:

\[ E_p[g(X)] = \int_\Omega g(x)p(x)dx \approx \frac{1}{N} \sum_{i=1}^{N} g(x_i) \]  

where \( E_p[\cdot] \) is the expectation under \( p(x) \), \( N \) is the number of samples, and \( x_i \) are independent random samples drawn from \( p(x) \). In some cases, it may be difficult to draw samples directly from \( p(x) \). Importance sampling allows samples to be drawn from an alternate density \( q(x) \) that is easier to sample. The Monte Carlo estimator in Eq. (12) is then modified to correct the bias generated by sampling from an alternate distribution as:

\[ E_q \left[ g(x) \frac{p(x)}{q(x)} \right] = \int_\Omega g(x) \frac{p(x)}{q(x)} q(x)dx \approx \frac{1}{N} \sum_{i=1}^{N} g(x_i) \frac{p(x_i)}{q(x_i)} \]  

where \( E_q[\cdot] \) is the expectation with respect to \( q(x) \). We define the ratios \( w(x_i) = p(x_i)/q(x_i) \) as the importance weights, which will play an important role in the proposed approach.
4.2. Optimal sampling density for a single target density

A great deal of research has been conducted toward identifying an efficient proposal sampling density \( q(\mathbf{x}) \) when the target density \( p(\mathbf{x}) \) is known. Much of this attention has focused on achieving a variance reduction – in which case the true optimal sampling density is given by \( q(\mathbf{x}) = \frac{d(\mathbf{x})}{Z(\mathbf{x})} \), which yields a zero variance estimator but is clearly infeasible.

For our purposes we are less interested in achieving a variance reduction (although it would be nice) and are instead interested in ensuring that our sampling density is as close as possible to the target density \( p(\mathbf{x}) \), given the difficulty of sampling from \( p(\mathbf{x}) \) itself. This is accomplished by minimizing the \( f \)-divergence \([41–43]\) defining the difference between two distributions \( P \) and \( Q \) over a space \( \Omega \) with measure \( \mu \) as:

\[
D_f(P||Q) = \int_\Omega f\left(\frac{p(\mathbf{x})}{q(\mathbf{x})}\right)q(\mathbf{x})d\mu(\mathbf{x})
\]

(14)

Several different functions \( f(\cdot) \) have been proposed yielding different common divergences such as Kullback-Leibler divergence \([37]\), the Hellinger distance \([44]\), and the total variation distance \([45]\). Here, we employ the Hellinger distance given by:

\[
H^2(P||Q) = \frac{1}{2} \int_\Omega \left( \sqrt{p(\mathbf{x})} - \sqrt{q(\mathbf{x})} \right)^2 d\mathbf{x}
\]

(15)

Specifically, for a given family of distributions, we aim to find the density \( q^*(\mathbf{x}) \) that yields the square Minimum Hellinger Distance Estimator (MHDE) \([46,47]\) relative to the target density \( p(\mathbf{x}) \) given by:

\[
q^*(\mathbf{x}) = \arg \min_{q} \frac{1}{2} \int_\Omega \left( \sqrt{p(\mathbf{x})} - \sqrt{q(\mathbf{x})} \right)^2 d\mathbf{x}
\]

(16)

The optimization is then conducted by identifying a nonparametric form for \( q(\mathbf{x}) \) that minimizes the objective function in Eq. (16).

4.3. Optimal sampling density for multiple distributions

In the case of imprecise probabilities of interest here, the target density \( p(\mathbf{x}) \) is not known precisely. Instead, multiple probability models, \( M_i \), are plausible, each with uncertain (probabilistic) parameters \( \theta \subseteq \Theta \) where \( \Theta \subseteq \mathbb{R}^d \) is the set of all parameters for all models, quantified through Bayesian inference and density functions \( p_i(\mathbf{x}|\theta) \) having model probabilities \( p_i \) identified through multimodel inference (Eq. (10)). We now aim to identify a single sampling density \( q^*(\mathbf{x}) \) that is representative of all \( p_i(\mathbf{x}|\theta) \) and can therefore be used with importance sampling to simultaneously propagate the full set of plausible candidate probability models.

Consider that we have a finite set \( \mathcal{M} = \{M_i\} \), \( i = 1, 2, \ldots, N_\theta \) of candidate target probability models having densities \( p_i(\mathbf{x}|\theta) \). The total Hellinger distance can be defined as:

\[
\hat{H}^2(\mathcal{M}||Q) = \sum_{i=1}^{N_\theta} H_i^2(M_i||Q) = \sum_{i=1}^{N_\theta} \frac{1}{2} \int_\Omega \left( \sqrt{p_i(\mathbf{x}|\theta)} - \sqrt{q(\mathbf{x})} \right)^2 d\mathbf{x}
\]

(17)

The total Hellinger distance is therefore a random variable indexed on \( \theta \) with expected value given by:

\[
E\left[\hat{H}^2(\mathcal{M}||Q)\right] = \sum_{i=1}^{N_\theta} E_\theta \left[H_i^2(M_i||Q)\right] = \sum_{i=1}^{N_\theta} \frac{1}{2} E_\theta \left[\int_\Omega \left( \sqrt{p_i(\mathbf{x}|\theta)} - \sqrt{q(\mathbf{x})} \right)^2 d\mathbf{x}\right] = E_\theta \left[\frac{1}{2} \sum_{i=1}^{N_\theta} \int_\Omega \left( \sqrt{p_i(\mathbf{x}|\theta)} - \sqrt{q(\mathbf{x})} \right)^2 d\mathbf{x}\right]
\]

(18)

referred to as the total expected squared Hellinger distance.

In order to identify an optimal sampling density \( q(\mathbf{x}) \), we need to minimize the total expected squared Hellinger distance expressed as a functional \( \mathcal{I}[q] \) given the isoperimetric constraint \( \mathcal{I}[q] \) as

\[
\begin{align*}
\text{minimize} & \quad \mathcal{I}[q] = E_\theta \left[\int_\Omega F(\mathbf{x}, \theta, q(\mathbf{x}))d\mathbf{x}\right] \\
\text{subject to} & \quad \mathcal{I}[q] = \int_\Omega q(\mathbf{x})d\mathbf{x} - 1 = 0
\end{align*}
\]

(19)

where

\[
F(\mathbf{x}, \theta, q(\mathbf{x})) = \sum_{i=1}^{N_\theta} \frac{1}{2} \left( \sqrt{p_i(\mathbf{x}|\theta)} - \sqrt{q(\mathbf{x})} \right)^2
\]

(20)

and the isoperimetric constraint ensures that \( q(\mathbf{x}) \) is a valid pdf. Formulating the optimization in this way allows us to use the method of Lagrange multipliers in conjunction with the calculus of variations. Let us define the action functional (Lagrangian) as:
\[ \mathcal{L}[q, \lambda] = T[q] + \lambda I[q] \] (21)

The function \( q(x) \) that minimizes \( T[q] \) causes the variation of the action functional \( \mathcal{L}[q, \lambda] \) with respect to \( q \) and \( \lambda \) to vanish. The variation of the action functional \( \mathcal{L}[q, \lambda] \) is given by:

\[
\delta \mathcal{L}(q, \lambda) = \delta T(q) + \delta (\lambda I(q)) = E_d \left[ \frac{\partial F}{\partial q}(x, \theta, q(x)) \delta q(x) dx + \int_\Omega \delta q(x) dx \right] + \lambda \left( \int_\Omega \delta q(x) dx + I(q) \delta \lambda \right) + \left( \int_\Omega \delta q(x) dx - 1 \right) \delta \lambda
\] (22)

By the fundamental lemma of the calculus of variations, this expression has to vanish for all variations \( \delta q \) and \( \delta \lambda \), which is equivalent to

\[
E_d \left[ \frac{\partial F}{\partial q}(x, \theta, q(x)) + \lambda \right] = \int_\Omega q(x) dx - 1 = 0
\] (23)

In the case of the total expected squared Hellinger distance,

\[
\frac{\partial F}{\partial q}(x, \theta, q(x)) = \frac{1}{2} \left( \sum_{i=1}^{N_d} \left( \frac{p_i(x|\theta)}{\sqrt{q(x)}} \right) \right)
\] (24)

Applying the expectation with respect to \( \theta \) yields:

\[
E_d \left[ \frac{\partial F}{\partial q}(x, \theta, q(x)) + \lambda \right] = E_d \left[ \frac{N_d}{2} - \frac{1}{2} \sum_{i=1}^{N_d} \frac{p_i(x|\theta)}{\sqrt{q(x)}} + \lambda \right]
\] (25)

Setting Eq. (25) equal to 0 and solving for \( q(x) \) gives the minimizer, which is the optimal sampling density

\[
q^*(x) = \left( \frac{1}{N_d + 2\lambda} \right)^2 \left( \sum_{i=1}^{N_d} E_\theta \left[ \frac{p_i(x|\theta)}{\sqrt{q(x)}} \right] \right)^2
\] (26)

where \( \lambda \) is chosen to satisfy \( \int_\Omega q^*(x) dx = 1 \). However, it is not necessarily straightforward to identify \( \lambda \) given the large (theoretically infinite) number of densities \( p_i(x|\theta) \).

Alternatively, let us define the optimization with respect to the mean square difference (MSD), given by

\[
\mathcal{M}(P||Q) = \frac{1}{2} \int_\Omega (p(x) - q(x))^2 dx
\] (27)

The total expected mean squared difference can be written as

\[
E[\mathcal{M}(P||Q)] = \sum_{i=1}^{N_d} E_d[\mathcal{M}(M_i||Q)] = \sum_{i=1}^{N_d} \frac{1}{2} E_d \left[ \int_\Omega (p_i(x|\theta) - q(x))^2 dx \right]
\] (28)

Again, we define the optimization problem in terms of the functional \( \hat{T}[q] \) and the isoperimetric constraint \( \hat{I}[q] \) as

\[
\text{minimize } \hat{T}[q] = E_d \left[ \int_\Omega \hat{F}(x, \theta, q(x)) dx \right]
\]

subject to \( \hat{I}[q] = \int_\Omega q(x) dx - 1 = 0 \) (29)
where

$$\tilde{F}(x, q(x)) = \frac{1}{2} \sum_{i=1}^{N_d} (p_i(x) - q(x))^2$$

(30)

Similarly, we define the action functional $\tilde{L}[q, \lambda]$ as in Eq. (21) and eliminate all variations with respect to $q$ and $\lambda$, which leads to

$$E_d \left[ \frac{\partial F}{\partial q} (x, \theta, q(x)) + \lambda \right] = E_d \left[ -\sum_{i=1}^{N_d} (p_i(x) - q(x)) + \lambda \right]$$

$$= q(x)N_d + \lambda - \sum_{i=1}^{N_d} E_d[p_i(x)]$$

$$= 0$$

(31)

Solving for $q(x)$ gives the minimizer

$$\tilde{q}^*(x) = \frac{1}{N_d} \left( \sum_{i=1}^{N_d} E_d[p_i(x)] \right) - \lambda$$

(32)

which leads to $\lambda = 0$ such that $\int_{\Omega} q^*(x) dx = 1$. Hence, the optimal sampling density

$$\hat{q}^*(x) = \frac{1}{N_d} \sum_{i=1}^{N_d} E_d[p_i(x)]$$

(33)

is a mixture distribution combining the candidate target densities and their parameter ranges. It assumes that each probability model $M_i$ is equally probable (i.e., $p_i = \frac{1}{N_d}$). It is straightforward to show that this solution generalizes as:

$$\hat{q}^*(x) = \sum_{i=1}^{N_d} p_i E_d[p_i(x)]$$

(34)

where $p_i$ is the $AIC_c$ model probability (see Eq. (10)) for model $M_i$ satisfying $\sum_{i=1}^{N_d} p_i = 1$.

5. Propagation of imprecise probabilities

With the constituents outlined in the previous sections, the proposed methodology is summarized here and a flowchart is provided in Fig. 2.

- **Step 1: Multimodel inference** – Given a limited dataset $d$, first identify the set of candidate probability models $\mathbb{M} = \{M_i\}, i = 1, 2, \ldots, N_d$ that will be considered. Using multimodel inference, compute $AIC_c$ and the associated model probabilities $p_i$ for each candidate model $M_i$, using Eqs. (9)–(11). Models with extremely low probability (alternatively very large $AIC_c$) may be discarded.

- **Step 2: Bayesian inference** – For each candidate probability model $M_i$, apply Bayes’ rule to identify the joint probability density of the model parameters, $p(\theta | d, M_i), i = 1, 2, \ldots, N_d$. In general, this is conducted using the MCMC method.

- **Step 3: Establish a finite model set** – In theory, Steps 1–2 yield an infinite set of parametrized probability models. This set is reduced to a finite (but large) set of models using a classical Monte Carlo sampling approach. For each model in the finite set, the model family $M_i$ is selected randomly with probability $p_i$. Next, the parameter values of the model are randomly drawn from $p(\theta | d, M_i)$. Here it may be advantageous to sample directly from the previous MCMC draws conducted in Step 2. It is important to draw a sufficiently large model set here (typically several thousand density functions will make up this set) in order to span the full range of the candidate models. Undersampling this space will lead to artificially narrow probability bounds and adding additional densities comes only at the small cost of additional importance sample re-weighting. No additional function evaluations are required in order to add additional densities. It is also possible to add densities if, after completing the analysis, the user has reason to believe the probability bounds may be artificially narrow (Section 6).

- **Step 4: Determine the optimal sampling density** – The importance sampling density is determined through optimization as discussed in Section 4.3. In this work, we utilize the analytically obtained optimal density $q^*(x)$ from Eq. (34) that minimizes the total expected mean squared difference, which comes at little computational cost. Other optimization schemes may add significant expense. Other sampling densities may also be explored such as the parameter integrated and model averaged densities proposed in [34,31].
Step 5: Uncertainty propagation

Uncertainty is propagated using importance sampling with sampling density \( \hat{q}(x) \). Samples are drawn from \( \hat{q}(x) \) and are re-weighted according to the importance weights

\[
  w_{ij}(x) = \frac{p_i(x|M_i, \theta_j)}{\hat{q}(x)}, \forall i, j
\]

That is, each sample drawn from \( \hat{q}(x) \) is re-weighted a very large number of times (often several thousand) according to each of the plausible probability models. With these reweighted sets, statistical analysis is performed across all candidate models to obtain response statistics, distributions, etc. corresponding to each candidate model.

6. Model updating and notable limitations

The proposed approach offers a high degree of flexibility in that it may be easily updated to accommodate new data or the addition of new candidate probability models. The singular drawback in this updating is a loss of optimality in the importance sampling density.

6.1. Adding data

Consider the case where the original dataset \( d \) are found to produce undesirably large uncertainties in the output. To reduce these uncertainties, additional data \( d' \) are collected using the same testing methods such that they can be reasonably
assumed to be drawn from the same statistical distribution as the original data. Using the proposed approach, the multi-model inference can be directly updated by computing the new AIC values and corresponding model probabilities and the parameter distributions can be updated using classical Bayesian updating. This will likely provide increased confidence in the model form while also narrowing the parameter densities. However, this updating comes at the expense of optimality of the importance sampling density, the effect of which might be an increase in the variance of statistical estimates from the importance sampling method. Note this does not necessitate recomputing the optimal sampling density and resampling. In certain cases, the variance increase may warrant additional samples. In this case, a new optimal sampling density may be determined, additional samples drawn from this new density, and the aggregate sample set (old and new samples) combined using a method like multiple importance sampling [48]. This is not explored further here.

6.2. Adding probability models

If the uncertainty ranges in the output appear artificially narrow, it may be the result of undersampling the candidate model space. Once again, additional models can be produced from the model-form and parameter probabilities without necessarily determining a new optimal sampling density at the expense of an increase in variance of statistical estimators. Additional samples may be drawn as described in the previous section if needed.

6.3. Notable limitations

The proposed method, even with the flexibility discussed herein is not without its limitations. Most notably, at this juncture the set of candidate probability models has been constrained to those well-established distributions with a parametric form. However, more general non-parametric models are not currently considered and pose several challenges (e.g. how to identify a non-parametric model from small data without overfitting) that are not addressed here. Moreover, the method is limited by the candidate probability models supplied by the user. Given a sufficiently diverse set of candidate models, we believe that the set of models is sufficient to span the epistemic uncertainty but unfortunately cannot prove nor test this hypothesis at this point. Fortunately, as discussed in Section 6.2, the method is robust enough that additional probability models can be added a posteriori at very little additional cost if the user has reason to believe the candidate models do not sufficiently span the epistemic uncertainty.

7. Application to uncertainty quantification in plate buckling strength

The proposed methodology is illustrated through uncertainty quantification in the prediction of the buckling strength of a simply supported rectangular plate under uniaxial compression considering certain geometric and material uncertainties. Faulkner [49] first proposed an analytical expression for the normalized buckling strength for a pristine plate as

$$\psi = \frac{\sigma_0}{\sigma_u} = \frac{2}{\lambda} - \frac{1}{\lambda^2}$$

(35)

where $\sigma_0$ is the yield stress, $\sigma_u$ is the stress at failure and $\lambda$ is the slenderness of the plate with width $b$, thickness $t$, and elastic modulus $E$ given by

$$\lambda = \frac{b}{t} \sqrt{\frac{E}{\sigma_0}}$$

(36)

Carlsen [50] modified this equation to consider the effects of non-dimensional initial deflections $d_0$ and residual stresses associated with welding

$$\psi = \left( \frac{2.1}{\lambda} - \frac{0.9}{\lambda^2} \right) \left( 1 - \frac{0.75d_0}{\lambda} \right) \left( 1 - \frac{2\eta t}{b} \right)$$

(37)

where $\eta t$ is the width of the zone of tension residual stress.

Uncertainty analysis of such plate structures has attracted much attention, especially within the naval community [51, 52]. We are interested in studying the influence of the six uncertain variables listed in Table 1 on the buckling strength of simply supported mild steel plates. The geometric and material variabilities for these plates have been estimated from data by Hess et al. [51] and Guedes Soares [52], as presented in Table 1.

Although extension to the full 6-variable case is straightforward and has been conducted, we will focus on the influence of a single material parameter, the yield stress $\sigma_0$, for clarity and brevity in demonstration. Global sensitivity analysis (GSA) is used to identify the relative contributions of the input variabilities to the buckling strength variability [53]. In this work, we employ the GSAT tool for GSA [54] based on Sobol’s approach [55] and Fourier Amplitude Sensitivity Test (FAST) [56] to identify the contribution of each variable. The sensitivity indices are shown in Table 1 where it is observed that the buckling strength is most sensitive to the yield stress $\sigma_0$ and least sensitive to the plate width $b$. We start with only 10 yield stress data, and then consider the cases with added data.
The nominal design value for yield stress of mild steel used for ship structures is \( \sigma_0 = 34 \) ksi so that we define a random variable \( \sigma_0' = \sigma_0 / C_0 \) as the deviation from this nominal value as \( C_0 = 34 \). Data collected by Hess et al. [51] suggest that the “true” mean yield stress is actually closer to \( \mu_{\sigma_0} = 1.3 \times 34 = 44.2 \) with coefficient of variation 0.1235 and following a Lognormal distribution. We assume this to be the truth (while recognizing that it is, in fact, an approximation) and generate 10 random yield stress values from \( \sigma_0 = 34 + \sigma_0' \) with \( \sigma_0' \sim \text{Lognormal}(\mu_{\sigma_0} = 1.3 \times 34, \sigma_{\sigma_0} = 0.1235 \times 1.3 \times 34) \), as shown in Fig. 3. These serve as the initial data from which uncertainty will be quantified and propagated. Clearly, a probability model form cannot be precisely identified from these data.

The nominal design yield stress provides a lower-bound which we assume is strictly enforced. In practice this may not be the case but is considered a reasonable assumption given sufficient quality control. This enables us to consider only probability models with support on the positive real line \((0, \infty)\). The selected candidate models are given in Table 2. In this table, the AICc model selection criteria is employed to rank the candidate distributions. The top seven probability models have very similar AICc values (i.e. very small \( \Delta_{AICc}^{1} \)). Correspondingly, there is little difference among the AICc probabilities for these seven models. This is a classic small data case where a precise “best” model is impossible to identify. The last three distribution models have much larger AICc values and very low probabilities. We consider this sufficient evidence for their removal from the model set. Therefore, we consider the top seven probability models to represent this limited dataset.

Next, Bayesian inference is employed to estimate the joint parameter probability densities for the seven models. We assume little a priori knowledge and start with a uniform prior \( p(\theta) \) with bounds \((0, 10^6)\). Fig. 4 shows the joint posterior parameter distributions for six of the models in Table 2. The upper-left and lower-right plots in each group show kernel density estimates of the posterior marginal densities for each parameter, and the lower-left plot gives contours of the joint posterior density function estimated from the MCMC samples. Note that the Rayleigh distribution has only one parameter, so uncertainty is quantified in terms of its marginal density, which is not shown.

The seven probability models and their joint parameter densities are discretized to create a finite set of models by Monte Carlo sampling. For each sample, the probability model is randomly drawn according to the AICc probabilities \( p_i \) in Table 2 and the parameters of that model are then drawn randomly from the corresponding joint parameter distribution in Fig. 4. Fig. 5(a) shows 5000 candidate densities for the yield stress drawn from the model set along with two optimal sampling densities. Optimal sampling density A, \( q^*(x) \), is identified by minimizing the total expected squared Hellinger distance using Eq. (26). Optimal sampling density B, \( \bar{q}^*(x) \), is determined by minimizing the total expected mean square distance using Eq. (34). Optimal sampling density B is used throughout the remainder of this work given that it is comparatively easy to identify from the optimization and it samples more densely in the lower tail. Using this optimal sampling density, the “cloud” of distributions in Fig. 5(a) are propagated using importance sampling reweighting of 50,000 samples drawn.

### Table 1

<table>
<thead>
<tr>
<th>Variables</th>
<th>Physical Meaning</th>
<th>Nominal Value</th>
<th>Mean</th>
<th>COV</th>
<th>Global Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b )</td>
<td>Width</td>
<td>24</td>
<td>0.99224</td>
<td>0.028</td>
<td>0.017</td>
</tr>
<tr>
<td>( t )</td>
<td>Thickness</td>
<td>0.5</td>
<td>1.05±0.5</td>
<td>0.044</td>
<td>0.045</td>
</tr>
<tr>
<td>( \sigma_0 )</td>
<td>Yield stress</td>
<td>34</td>
<td>1.3±34</td>
<td>0.1235</td>
<td>0.482</td>
</tr>
<tr>
<td>( E )</td>
<td>Young modulus</td>
<td>29,000</td>
<td>0.987±29,000</td>
<td>0.076</td>
<td>0.194</td>
</tr>
<tr>
<td>( \delta_0 )</td>
<td>Initial deflection</td>
<td>0.35</td>
<td>1.0±0.35</td>
<td>0.05</td>
<td>0.043</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Residual stress</td>
<td>5.25</td>
<td>1.0±5.25</td>
<td>0.07</td>
<td>0.233</td>
</tr>
</tbody>
</table>

Fig. 3. Ten randomly generated yield stress values that serve as the initial dataset for uncertainty quantification and propagation in plate buckling strength.
randomly from $q'(\mathbf{x})$. This yields a corresponding cloud of cumulative distribution functions for the buckling strength in Fig. 5(b) that shows the range of probabilistic response resulting from both model-form and parametric uncertainties caused by the small dataset for the yield stress. Notice that the strength range is very wide at each fixed probability level.

### 7.1. Separating model-form and parametric uncertainties

It is further possible to delineate the effects of model-form and parametric uncertainties. This can be seen by the color coding of the CDFs in Fig. 5 according to their underlying model form. The variations between colors represents model-
form uncertainty while the variations with a single color correspond to the parametric uncertainties for a given model-form. Perhaps a more illustrative approach is to view CDFs of the statistical response according to the different models. Fig. 6 shows CDFs of the mean and standard deviation of the buckling strength. This figure provides the overall CDF considering all probability models (thick black line) as well as the conditional CDFs for each candidate probability model. These conditional CDFs include only the effects of parametric uncertainties given the assignment of a specific model form. Note that the conditional CDFs do not occur with equal probability but rather occur with the AICc model probabilities in Table 2.

**Fig. 5.** (a) Candidate pdfs and the optimal sampling densities from ten yield stress values, and (b) collection of candidate empirical CDFs for buckling strength $\psi$.

**Fig. 6.** Empirical CDFs for (a) mean of buckling strength, and (b) standard deviation of buckling strength $\psi$.

**Fig. 7.** Empirical CDFs for the probability of failure occurs when (a) $\psi_1 < 0.5$, (b) $\psi_2 < 0.55$, and (c) $\psi_3 < 0.6$. 
A similar investigation has been conducted to study the effects of model-form and parametric uncertainty on probability of failure. Consider three cases where “failure” is assumed to occur when $w_1 < 0.5$, $w_2 < 0.55$ and $w_3 < 0.6$. The empirical CDFs for $P_{w_1 < 0.5}$, $P_{w_2 < 0.55}$ and $P_{w_3 < 0.6}$ are given in Fig. 7. Again these figures show the overall CDF as well as the conditional CDFs assuming each specific probability model.

The CDFs in Figs. 6 and 7 highlight the large degree of uncertainty that results from having such little data. Even the mean normalized buckling strength, which is straightforward to assess when probabilities are precise, ranges from 0.55 to 0.6. The probability of failure ranges, meanwhile, are so large that one cannot assume any real confidence in the estimates. Furthermore, while we can see that the dominant effects are the parametric uncertainties, it is clear that the model-form uncertainties are important as well since there exist significant differences between the model specific CDFs in Figs. 6 and 7.
7.2. Influence of dataset size

Here, we are interested in studying the convergence of the uncertain response as a function of the amount of data collected. The previous section highlighted how very small datasets led to very large uncertainties (model-form and parametric) in the buckling strength. This begs the question: “How much data is necessary to reduce this uncertainty?”.

Let us begin with model-form uncertainty. Fig. 8 shows the AIC, probabilities for each candidate model as a function of dataset size. Notice that the multimodel inference does not pick out the correct Lognormal model conclusively until 1000 yield stress measurements are collected. In fact, prior to that point the inference placed a high level of probability on the incorrect Inverse Gaussian model. How, then does this influence the uncertainty in buckling strength?

Figs. 9–13 show the evolution of various quantities for increasing dataset sizes. Fig. 9 shows the candidate target densities along with the original optimal sampling density (based on only 10 data). Here we emphasize the loss of optimality as data are added but note that this density may still be used for propagation (at the potential expense of increased solution variance). As expected, the cloud of candidate densities narrows as data are added. Fig. 10 shows the corresponding set of CDFs for the buckling strength. An important feature here is that no new function evaluations were necessary to produce these CDFs. These are quantified directly from the 50,000 samples drawn from the original optimal sampling density reweighted to reflect the updated candidate densities. Again, the cloud of response CDFs narrows toward the “true” as would be expected as additional data are collected.

Fig. 11–13 show the mean, standard deviation, and probability of failure $P(\psi < 0.5)$ CDFs for various dataset sizes. Both the overall CDFs and conditional CDFs for each candidate model are shown along with the “true” statistical values obtained using Monte Carlo simulation with $10^6$ samples from the aforementioned Lognormal distribution. We notice that the model-form uncertainty for the mean and standard deviation diminishes rapidly and becomes largely insignificant after ~100 yield stress data are available. Probability of failure, meanwhile, retains significant model-form uncertainty until ~1000 yield stress data are collected, at which point the Inverse Gaussian model can be eliminated as a candidate.

Parametric uncertainty accounts for the greater proportion of the total uncertainty and is reflected by the breadth of the CDFs for the statistical quantities in Figs. 11–13. A lack of parametric uncertainty therefore corresponds to a CDF that is a simple step function. We notice that the parametric uncertainty diminishes more slowly than the model-form uncertainty and can remain noticeable even for very large data sets. Nonetheless, as expected, the CDFs gradually converge toward the true statistical values as the sample size grows.

For decision makers, it is useful to either establish a confidence threshold and determine how much data must be collected to meet this threshold or to determine the amount of data you can afford to collect and estimate the level of

Fig. 10. CDFs for the buckling strength based on: (a) 25 data, (b) 50 data, (c) 100 data, (d) 500 data, (e) 1000 data, and (f) 10,000 data.
Fig. 11. CDFs for the mean buckling strength based on: (a) 25 data, (b) 50 data, (c) 100 data, (d) 500 data, (e) 1000 data, and (f) 10,000 data.

Fig. 12. CDFs for the standard deviation of the buckling strength based on: (a) 25 data, (b) 50 data, (c) 100 data, (d) 500 data, (e) 1000 data, and (f) 10,000 data.
confidence that can be achieved. For simplicity, let us define a simple confidence metric as the range of the upper and lower
quantiles of width 0.025 for statistical quantity $Y$ considering both parametric and model-form uncertainties given $n$ data by:

$$\delta_Y^{(n)} = Q_{0.975}(Y^{(n)}) - Q_{0.025}(Y^{(n)})$$

The ranges for the mean, standard deviation, and probability of failure are therefore denoted $\delta_{\mu}^{(n)}, \delta_{\sigma}^{(n)},$ and $\delta_{P(Y<0)}^{(n)}$. Fig. 14 plots these bounds relative to dataset size. Plots of this type are very useful for decision makers because they provide easy-to-interpret information to aid in determining the appropriate amount of data to collect (e.g. number of experiments to conduct) and the confidence that can be achieved. Observations here imply that probability ranges (as defined by Eq. (38)) for the various statistics converge at a rate of $1/n^2$. If this is found to hold more generally, it may be possible to collect small datasets initially and project the level of confidence that will be achievable in order to determine how much additional data to collect in order to meet specified uncertainty tolerances. Plots of this nature can be easily generated for other measures. The quantile range in Eq. (38) is used simply for demonstration.
Conclusion

A methodology has been proposed for quantifying and propagating uncertainty created by a lack of sufficient statistical data. The methodology employs the concepts of multimodel inference to identify a set of candidate probability models that are plausibly representative of the given small dataset. It is shown that each of these candidate probability models can be assigned a probability that it is the “best” model for the data. For each plausible model, the joint probability density of the parameters is estimated using Bayesian inference. The candidate probability models (and their associated probabilities) along with the joint parameter densities thus quantify the full epistemic uncertainty associated with the small dataset.

Unlike prior methods that reduce this full probabilistic description to a single probability model, we retain and propagate all candidate models and their joint parameter densities. This is achieved by identifying, through an analytical optimization procedure, an optimal importance sampling density that best fits the full suite of models. This optimal sampling density is propagated using the Monte Carlo method and the samples are reweighted (using the importance weights) according to each of the candidate probability models. The result is a suite of possible probabilistic models for the response along with their associated probabilities (i.e., probabilities of probabilities) obtained at a fraction of the cost of conventional Monte Carlo methods. In effect, the procedure reduces a multi-loop Monte Carlo requiring $n^3$ samples to a single-loop Monte Carlo requiring $n$ samples.

The effects of small dataset size in the assessment of plate buckling strength are analyzed. It is demonstrated that, when datasets are very small (i.e., $N < 100$), both model-form and parametric uncertainties are large and statistical analysis of response quantities shows large variability – highlighting our lack of confidence in the response. The effect of dataset size is carefully studied and the rate of convergence of statistics is shown to be on the order of $1/N^2$ with dataset size, $N$.

The proposed methodology effectively treats uncertainties associated with small datasets. Future work along these lines will serve to place the work more broadly within the context of imprecise probabilities such that it can be applied in cases where uncertainties are treated, for example, as intervals or fuzzy sets. Also, the uncertainty associated with dependencies between random variables will be explored as well as uncertainties associated with the selection of a prior probability model in the Bayesian inference.
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