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Abstract
Uncertainty quantification (UQ) includes the characterization, integration, and propagation of uncertainties that result from stochastic variations and a lack of knowledge or data in the natural world. Monte Carlo (MC) method is a sampling-based approach that has widely used for quantification and propagation of uncertainties. However, the standard MC method is often time-consuming if the simulation-based model is computationally intensive. This article gives an overview of modern MC methods to address the existing challenges of the standard MC in the context of UQ. Specifically, multilevel Monte Carlo (MLMC) extending the concept of control variates achieves a significant reduction of the computational cost by performing most evaluations with low accuracy and corresponding low cost, and relatively few evaluations at high accuracy and corresponding high cost. Multifidelity Monte Carlo (MFMC) accelerates the convergence of standard Monte Carlo by generalizing the control variates with different models having varying fidelities and varying computational costs. Multimodel Monte Carlo method (MMMC), having a different setting of MLMC and MFMC, aims to address the issue of UQ and propagation when data for characterizing probability distributions are limited. Multimodel inference combined with importance sampling is proposed for quantifying and efficiently propagating the uncertainties resulting from small data sets. All of these three modern MC methods achieve a significant improvement of computational efficiency for probabilistic UQ, particularly uncertainty propagation. An algorithm summary and the corresponding code implementation are provided for each of the modern MC methods. The extension and application of these methods are discussed in detail.
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1 | INTRODUCTION

Uncertainty quantification (UQ) involves the quantitative characterization and reduction of uncertainties in the context of computational science and engineering (CSE). Both computational models and measured data, combined with theoretical analysis, are utilized in the UQ context. Practically speaking, UQ is playing an increasingly critical role in many different tasks, including model calibration, sensitivity analysis, experimental design, verification and validation, design with uncertainty, reliability analysis, risk evaluation, and decision-making. Therefore, UQ benefits from many approaches and techniques in computational statistics and applied mathematics but concentrates these ideas on complex computational models and simulations. UQ has become an essential aspect of the development of CSE and widely used in many science and engineering fields (R. Ghanem, Higdon, & Owhadi, 2017), such as computational fluid dynamics (Bijl, Lucor, Mishra, & Schwab, 2013; Le Maître & Knio, 2010; Najm, Debusschere, Marzouk, Widmer, & Le Maitre, 2009), computational mechanics and materials (Chernatsynskiy, Phillpot, & LeSar, 2013; Soize, 2017; Y. Wang & McDowell, 2020), structural reliability and safety (Bae, Grandhi, & Canfield, 2004; Marelli & Sudret, 2014), environmental science (Oppenheimer, Little, & Cooke, 2016), chemical science (Najm et al., 2009; Ryu, Kwon, & Kim, 2019), etc.

Although many sources of uncertainty exist, they are typically categorized as \textit{aleatory}, resulting from intrinsic randomness or variability, or \textit{epistemic}, resulting from a lack of complete knowledge (or data). Most problems of engineering and science interest involve both types of uncertainties (R. Ghanem et al., 2017; Smith, 2013; Soize, 2017; Sullivan, 2015). In many cases, it is challenging to determine whether a particular uncertainty should be put in the aleatory category or the epistemic category (Der Kiureghian & Ditlevsen, 2009). In recent years, UQ has gained popularity as an essential approach to assess the effect of variability, randomness, and lack of knowledge on the response output, that is, the quantity of interest (QoI) (R. Ghanem et al., 2017). This program is referred to as a forward UQ problem (also called uncertainty propagation). Probabilistic methods can be readily applied by converting the source of uncertainties (input data uncertainty, initial and boundary uncertainty, physical model uncertainty, model parameter uncertainty, etc.) into random variables of fields. Methods in probabilistic UQ framework can be typically categorized into two groups: nonsampling methods and sampling-based methods. A typical nonsampling method is the stochastic Galerkin method (R. G. Ghanem & Spanos, 2003), which is based on a representation of the uncertainty solution as a polynomial expansion. This method is accurate and allows for a large number of uncertainties, but it is highly intrusive. An example of sampling-based methods is the stochastic collocation method (Babuška, Nobile, & Tempone, 2007), which samples a stochastic partial differential equation (PDE) at specific collocation points in the stochastic space with an interpolating polynomial, resulting in a non-intrusive scheme. However, the stochastic collocation method suffers from a similar challenge with the stochastic Galerkin approach, which is the "curse of dimensionality."

Monte Carlo (MC) method is one of the sampling-based approaches which can handle the issue of high dimensionality (Kalos & Whitlock, 2009) in the probabilistic UQ framework. MC method has many advantages, such as nonintrusive, robust, flexible, and simple for implementation. However, an obvious drawback is its slow convergence rate of $O(N^{-1/2})$, where $N$ is the number of function evaluations. In other words, it is very time-consuming to converge if the simulation-based model is computationally intensive. Many efforts have been made to reduce the computational cost required to obtain accurate statistics. Conventionally, a variety of ways are proposed to accelerate the convergence rate of the standard MC method. Typically, methods based on variance reduction (VR) techniques (Rubinstein & Kroese, 2016) are relatively widespread used, such as stratified sampling, Latin hypercube sampling, control variates, importance sampling, etc. An alternative method is quasi-Monte Carlo (QMC) (Caflisch, 1998), which uses low-discrepancy sequences, such as Sobol sequence or Halton sequence, whereas the standard MC method uses a pseudorandom sequence. QMC has a rate of convergence close to $O(N^{-1})$, which is faster than the standard MC method. These improved MC methods increase the precision of estimates that can be obtained for a given simulation or computational effort. Recently, several modern Monte Carlo (MC) methods are proposed and widely applied to overcome the computational challenges in the context of UQ and propagation. For instance, multilevel Monte Carlo (MLMC) methods, developed by (Giles, 2008; Heinrich, 1998), significantly reduce the computational cost by performing most simulations with low accuracy at a corresponding low cost, with few model evaluations being achieved at a high cost. Based on the multifidelity method proposed by Ng and Willcox (2014), multifidelity Monte Carlo (MFMC) methods (Peherstorfer, Willcox, & Gunzburger, 2016) that combine outputs from computationally cheap low-fidelity models with output from high-fidelity models, can lead to a significant reduction of the time cost, and provide unbiased estimators.
of the statistics of the high-fidelity model outputs. Zhang and Shields (2018b) proposed a multimodel Monte Carlo (MMMC) method for quantifying and efficiently propagating the uncertainties resulting from small data sets. This method utilizing multimodel inference and importance sampling achieves a significant cost reduction by collapsing the multiple MC loops to a single MC loop in the forward uncertainty propagation.

In this study, we focus on the review of modern MC methods in the context of UQ, particularly uncertainty propagation. These modern MC methods are all extensions of the standard MC method but either reduce the computational cost or show the faster convergence rate of the response estimators. MLMC utilizes the control variates to reallocate the overall computational budget among different hierarchical levels of simulations according to the number of samples required to decrease the variance at each level. MFMC, as similar to MLMC, is inspired by control variates but uses more general low-fidelity models with properties that cannot necessarily be well described by rates. MMMC, differing from the above two methods, integrates multimodel inference and importance sampling to address the computational challenge of the propagation of imprecise probabilities caused by a lack of data. Also, we illustrate how to apply these modern MC methods to achieve efficient and accurate statistical estimates in the probabilistic UQ framework.

The paper is structured as follows. In Section 2, we provide a brief overview of the UQ concepts and the standard MC method. The application of the MC method to uncertainty propagation is mainly introduced. Section 3 shows a review of the modern MC methods, that is, MLMC, MFMC, and MMMC. We formulate the mathematical setting, algorithm procedure, and describe their corresponding applications in the context of UQ. Finally, we conclude with a discussion in Section 4 about the next frontiers for future research in this area.

2 | STANDARD MC METHOD FOR UQ

Most of the predictions that are necessary for decision-making in science and engineering are made based on computational models. These models are assumed to approximate reality, but they always have uncertainties in their predictions due to many sources of variability, randomness, and stochasticity. The response of a model is also subjective to variability due to uncertainties on model parameters, which may be due to measurement errors, possible wrong assumptions, and other factors. Probability theory is one of the essential ways to consider these uncertainties by describing the uncertain parameters as random variables, random processes, or/and random fields. This approach allows us to quantify the variability of the response in a probabilistic way.

In the probabilistic UQ framework, there are two major types of UQ problems: forward UQ and inverse UQ, as shown in Figure 1. Consider a computational model \( M: \mathcal{X} \rightarrow \mathcal{Y} \), and let the uncertainties in the inputs be represented by a random variable, \( X \in \mathcal{X} \), with probability density function \( p_X(x) \). The random variable representing the output is \( Y = M(X) \) and \( M \) is a real-valued function defined over \( \mathcal{X} \). The goal of forward UQ (uncertainty propagation) is to estimate statistics of the outputs represented by a random variable \( Y \in \mathcal{Y} \), e.g., the probability distribution \( p_Y(y) \), the expectation,

\[
\mathbb{E}[M] = \int \mathcal{X} M(x)p(x)dx, \quad (1)
\]

and the variance,

\[
\mathbb{V}[M] = \mathbb{E}[M^2] - \mathbb{E}[M]^2, \quad (2)
\]

**FIGURE 1** Illustration of uncertainty quantification (UQ): forward UQ and inverse UQ
where we assume to exist. On the other hand, inverse UQ means that an inverse assessment of model parameter uncertainty \( p(\theta|\mathcal{D}) \) given measured outputs for specific model inputs \( \mathcal{D} = \{x_i, y_i\} \). In this paper, we mainly focus on the forward UQ, that is the propagation of uncertainties of the input random variable \( X \) through the computational model \( \mathcal{M} \).

MC method, commonly used for uncertainty propagation, generates several samples of the input random variable according to its probability distribution. Each of these samples defines a deterministic problem, which is solved by a deterministic technique, for example, a simulation or computational model, and finally generates an amount of output data. All of these output data are then combined to assess the variability of the random system statistically. If a large number of samples are performed, the MC method can achieve a complete description of the statistical behavior of the random system.

In the mathematical setting, MC method approximates the expected value of a random variable \( Y \), such as \( s = \mathbb{E}[Y] \). In general, we generate values \( y_1, \ldots, y_n \) independently and randomly from the distribution of \( Y \) and take their average

\[
\hat{s}_n = \frac{1}{n} \sum_{i=1}^{n} y_i
\]

as the estimate of \( s \). In the setting of independent and identically distributed (i.i.d.) sampling, \( \hat{s}_n \) is a random variable and the mean of \( \hat{s}_n \) is

\[
\mathbb{E}[\hat{s}_n] = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}[y_i] = s.
\]

The MC estimator is an unbiased estimator since the expected value of \( \hat{s}_n \) is equal to \( s \). According to the strong law of large numbers, the average converges almost surely to the true expected value:

\[
P\left( \lim_{n \to \infty} |\hat{s}_n - s| = 0 \right) = 1,
\]

provided that the variance of the individual terms, \( \mathbb{V}[Y] \) is bounded (Rubinstein & Kroese, 2016). Suppose that \( \mathbb{V}[Y] = \sigma^2 < \infty \), we have

\[
\mathbb{V}[\hat{s}_n] = \mathbb{V}\left( \left( s - \hat{s}_n \right)^2 \right) = \frac{\sigma^2}{n},
\]

and the root mean square error (RMSE) of \( \hat{s}_n \) is \( \sigma/\sqrt{n} \), which means the error of MC estimator is of order \( n^{-1/2} \) and we typically write \( \text{RMSE} = \mathcal{O}(n^{-1/2}) \), where \( \mathcal{O}(\cdot) \) notation allows us to focus on the rates of convergence as \( n \to \infty \).

One of the strengths of the MC method is that the sample values can be used for error estimation (Owen, 2013). The most commonly used estimates of \( \sigma^2 \) are

\[
\hat{\zeta}^2 = \frac{1}{n-1} \sum_{i=1}^{n} (y_i - \hat{s}_n)^2,
\]

\[
\hat{r}^2 = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{s}_n)^2,
\]

and the estimator in Equation (7) is unbiased since \( \mathbb{E}[\hat{\zeta}^2] = \sigma^2 \) for \( n \geq 2 \). From the central limit theorem, the error \( \hat{s}_n - s \) has approximately a normal distribution with mean 0 and variance \( \sigma^2/n \). Therefore, we can estimate confidence intervals around the estimate \( \hat{s}_n \). Summary 1 provides a brief summary of using the standard MC method for uncertainty propagation.
Summary 1 Standard MC method for uncertainty propagation

1: Identify the input random variable \( X \) from the computational model \( M \)
2: Determine the variability of \( X \) by assuming a probability density function \( p_X(x) \)
3: Generate \( n \in \mathbb{N} \) i.i.d. samples from \( p_X(x) \), \( \{x_1, \ldots, x_N\} \sim p_X(x) \)
4: for \( i = 1, 2, \ldots, n \) do
5: Compute response output values through the model evaluations \( y_i = M(x_i) \)
6: end for
7: Compute the statistics of the output random variable \( Y \)

The MC method does not require a new computer code to simulate a random or stochastic simulation model. If the computational model is available, the stochastic simulation can be performed by running the model several times, changing only the input random variable that is randomly drawn by a specific probability distribution. This non-intrusive characteristic is an excellent advantage of the MC method when compared with other methods for uncertainty propagation. However, standard MC is a very time-consuming method, which makes its use unfeasible for complex high-fidelity simulations. The reason is that the standard MC often needs extensive model evaluations to obtain an accurate approximation. Moreover, the MC method relies on the ability to sample from the assumed probability distribution easily, but doing so is not always possible.

Many efforts have been made to reduce the computational cost required to achieve accurate MC statistics. A typical way is to reduce the variance of the estimates. This method is also called VR techniques, which typically include common random numbers, stratified sampling, importance sampling, control variates, antithetic variates, etc. In addition, there are also a series of advanced VR methods, for example, Latin hypercube sampling (Shields & Zhang, 2016; Stein, 1987), adaptive importance sampling (Cape, Douc, Guillin, Marin, & Robert, 2008; Cornuet, Marin, Mira, & Robert, 2012), sequential MC methods (Doucet, Godsill, & Andrieu, 2000; J. S. Liu & Chen, 1998), which are generalizations, extensions, or hybrids of the basic VR methods. Another typical idea is the QMC method (Caflisch, 1998; Niederreiter, 1978, 1992), which is to choose deterministic sample points that are spread out as uniformly as mathematically possible. Moreover, when it is not feasible to sample from the probability distribution \( p \), an alternative is to use importance sampling, but a more general approach is Markov chain Monte Carlo (MCMC) methods, which form a sequence of estimators that converge toward the target probability density. Metropolis algorithm, proposed by Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller (1953) and generalized by Hastings (1970), and Gibbs sampling, introduced by Geman and Geman (1984), are two most foundational algorithms in the MCMC research area. MCMC methods combined with Bayesian inference are widely applied for the estimation of model parameters in inverse UQ problems.

Recently, several new ideas from the UQ community are developed to address the computational challenges in applying MC-based methods for uncertainty propagation. By extending the concept of control variates, MLMC and MFMC are proposed by leveraging the model hierarchy with an optimal balance between the variance and bias estimates. Both methods aim to provide more accurate MC estimates given a specific computational budget. Additionally, as discussed before, the probability distribution \( p \) of random input has a critical impact on the response output. However, in practice, \( p \) is often assumed subjectively given specific knowledge or information. It is difficult to identify a precise and objective \( p \) if only sparse or limited data is observed. This, therefore, leads to an issue of imprecise probability (Augustin, Coolen, De Cooman, & Troffaes, 2014; Walley, 2000). MMMC method addresses this issue by combining multimodel inference and importance sampling and thus achieves effective quantification and efficient propagation of imprecise probabilities resulting from small data sets. This paper aims to give an overview of these three modern MC methods for UQ and propagation.

3 | MODERN MC METHODS FOR UQ

This section focuses on three modern MC methods: MLMC methods, MFMC methods, and MMMC methods. For each MC method, we provide a brief review of the algorithm procedure, generalization, and extension of original methods, and finally followed by the applications to UQ and propagation.
3.1 MLMC methods

MLMC methods

MLMC is a recently proposed method that makes use of a control variates technique to dramatically reduce the computational cost by performing relatively few high-fidelity simulations at a high cost, with most low-fidelity simulations at a corresponding low cost (Giles, 2015). The core idea of MLMC is to reallocate the overall computational cost among different hierarchical levels of simulations according to the number of samples required to decrease the variance at each level (Giles, 2013, 2015). Heinrich was the first one to apply the MLMC for the parametric integration and evaluation of functionals from the solution of integral equations (Heinrich, 1998, 2000, 2001). Using a similar idea, Kebaier et al. (2005) proposed a two-level MC method to approximately solve the stochastic differential equations (SDEs). Giles (2008) then generalized and applied MLMC in the context of SDEs for option pricing. A complete review of MLMC methods can be found by (Giles, 2015).

3.2 Control variates techniques

Control variates techniques

Control variate is one of the classic VR techniques in MC method (Glasserman, 2013). Assuming that we are interested in an expectation estimator \( \mathbb{E}[\mathcal{M}] \) given a control variate \( \mathcal{G} \) that is correlated to \( \mathcal{M} \) and has a known expectation \( \mathbb{E}[\mathcal{G}] \), then an unbiased estimator \( \hat{s}_N^{cv} \) for \( \mathbb{E}[\mathcal{M}] \) based on \( N \) i.i.d. realizations \( x_1, \ldots, x_N \) of the random variable \( X \) is

\[
\hat{s}_N^{cv} = \frac{1}{N} \sum_{i=1}^{N} [\mathcal{M}(x_i) - \lambda(\mathcal{G}(x_i) - \mathbb{E}[\mathcal{G}])].
\]  

The optimal value of \( \lambda \) is \( \rho \sqrt{\mathbb{V}[\mathcal{M}]/\mathbb{V}[\mathcal{G}]} \), where \( \rho \) is the correlation between \( \mathcal{M} \) and \( \mathcal{G} \). Compared to the variance of the standard MC estimator \( \mathbb{V}[\hat{s}_N] \), the variance of the control variates estimator is

\[
\mathbb{V}[\hat{s}_N^{cv}] = (1 - \rho^2) \mathbb{V}[\hat{s}_N]
\]  

where \( |\rho| < 1 \) is the correlation coefficient. Equation (10) shows that the VR is strongly determined by the correlation degree between \( \mathcal{M} \) and \( \mathcal{G} \).

It is not difficult to extend the control variates to a two-level MC estimator. Considering a computationally cheaper model \( \mathcal{M}^{(0)} \) which is correlated to a model \( \mathcal{M}^{(1)} \), then we can use a unbiased two-level estimator to estimate \( \mathbb{E}[\mathcal{M}^{(1)}] \)

\[
\mathbb{E}[\mathcal{M}^{(1)}] = \frac{1}{N_0} \sum_{l=1}^{N_0} \mathcal{M}^{(0)}(x_l^{(0)}) + \frac{1}{N_1} \sum_{l=1}^{N_1} \left( \mathcal{M}^{(1)}(x_l^{(1)}) - \mathcal{M}^{(0)}(x_l^{(1)}) \right)
\]  

since

\[
\mathbb{E}[\mathcal{M}^{(1)}] = \mathbb{E}[\mathcal{M}^{(0)}] + \mathbb{E}[\mathcal{M}^{(1)} - \mathcal{M}^{(0)}].
\]  

Note that there are two critical differences from the standard control variates: we use \( \lambda = 1 \) and \( \mathbb{E}[\mathcal{M}^{(0)}] \) is unknown so it needs to be estimated.

Let \( V^{(0)} \) and \( V^{(1)} \) to be the variance of \( \mathcal{M}^{(0)} \) and \( \mathcal{M}^{(1)} - \mathcal{M}^{(0)} \), \( C^{(0)} \) and \( C^{(1)} \) to be the cost of single realization of \( \mathcal{M}^{(0)} \) and \( \mathcal{M}^{(1)} - \mathcal{M}^{(0)} \) respectively, then the overall variance \( V \) and total cost \( C \) are

\[
V = \frac{V^{(0)}}{N_0} + \frac{V^{(1)}}{N_1}, \quad C = C^{(0)}N_0 + C^{(1)}N_1.
\]
The parameters $N_0$ and $N_1$ are chosen such that the overall variance is minimized for a given computational budget $C^* \in \mathbb{R}_+$. The solution to the optimization problem using Lagrange multiplier gives

$$
\frac{N_1}{N_0} = \sqrt{\frac{V(1)/C(1)}{V(0)/C(0)}}.
$$

(14)

### 3.2.1 MLMC algorithm

It is quite straightforward to generalize this two-level MC method to multilevel MC algorithm. Consider a sequence simulation $\{ \mathcal{M}(\ell) : \ell = 0, ..., L \}$ with increasing accuracy but also an increasing computational cost,

$$
\mathcal{M}^{(0)}, \mathcal{M}^{(1)}, \ldots, \mathcal{M}^{(L)} = \mathcal{M}.
$$

(15)

According to the expectation identity

$$
\mathbb{E}[\mathcal{M}^{(L)}] = \mathbb{E}[\mathcal{M}^{(0)}] + \sum_{\ell = 1}^{L} \mathbb{E}[\mathcal{M}(\ell) - \mathcal{M}^{(\ell - 1)}],
$$

(16)

we have the unbiased estimator for $\mathbb{E}[\mathcal{M}^{(L)}]$ by means of correction with respect to the next lower level,

$$
\hat{s}^{ml} = \frac{1}{N_0} \sum_{i=1}^{N_0} \mathcal{M}^{(0)}(x_i^{(0)}) + \sum_{\ell = 1}^{L} \left\{ \frac{1}{N_{\ell}} \sum_{i=1}^{N_{\ell}} \left[ \mathcal{M}(\ell)(x_i^{(\ell)}) - \mathcal{M}^{(\ell - 1)}(x_i^{(\ell - 1)}) \right] \right\},
$$

(17)

where $x_i^{(\ell)}$ are independent samples that are used at each level of correction.

Then we focus on the numerical cost and variance of the MLMC estimator. Similarly, we define $V^{(0)}$ and $C^{(0)}$ to be the variance and cost of one sample of $\mathcal{M}$, and $V^{(\ell)}$ and $C^{(\ell)}$ to be the variance and cost of one sample of $\mathcal{M}(\ell) - \mathcal{M}^{(\ell - 1)}$, then the overall variance and cost of the multilevel MC estimator is

$$
V = \sum_{\ell = 0}^{L} N_{\ell}^{-1} V^{(\ell)}, \quad C = \sum_{\ell = 0}^{L} N_{\ell} C^{(\ell)}.
$$

(18)

It is important to determine the ideal number of samples for per level. Using a Lagrange multiplier $\xi^2$ to minimize the cost for a fixed variance

$$
\mathcal{L} = \sum_{\ell = 0}^{L} \left( N_{\ell} C^{(\ell)} + \xi^2 N_{\ell}^{-1} V^{(\ell)} \right) \Rightarrow \frac{\partial \mathcal{L}}{\partial N_{\ell}} = 0
$$

(19)

yields $N_{\ell} = \xi \sqrt{V^{(\ell)}/C^{(\ell)}}$. Setting the total variance equal to $\epsilon^2$ gives $\xi = \epsilon^{-2} \sum_{\ell = 0}^{L} \sqrt{V^{(\ell)} C^{(\ell)}}$, the total computational cost is thus

$$
C_{ml} = \sum_{\ell = 0}^{L} N_{\ell} C^{(\ell)} = \epsilon^{-2} \left( \sum_{\ell = 0}^{L} \sqrt{V^{(\ell)} C^{(\ell)}} \right)
$$

(20)

in contrast to the standard MC cost which is approximately $\epsilon^{-2} V^{(0)} C^{(L)}$. 
It is necessary to note that the MLMC cost is reduced by a factor of \( V^{(L)}/V^{(0)} \) if \( \sqrt{V^{(L)} C^{(L)}} \) increases with level \( \ell \) or it is reduced by a factor of \( C^{(L)}/C^{(0)} \) if \( \sqrt{V^{(L)} C^{(L)}} \) decreases with level \( \ell \). The MLMC algorithm for uncertainty propagation is briefly summarized as Summary 2. Interested readers can find more discussions, particularly about the convergence test of MLMC from (Giles, 2015). The code implementation of MLMC for forward UQ can be found at https://github.com/NASA/MLMCPy. MLMCPy is an open source Python implementation of the MLMC method for uncertainty propagation.

**Summary 2** MLMC methods for uncertainty propagation

1: Define initial target of \( N_0 \) samples on levels \( \ell = 0,1,2 \)

2: while additional samples are required do

3: Evaluate model \( M^{(1)} - M^{(\ell)} \) at additional samples on all levels, \( \ell = 0, ..., L \)

4: Compute the sample variance \( V^{(\ell)} \) on all levels, \( \ell = 0, ..., L \)

5: Determine the optimal number of samples \( N_\ell \) on all levels, \( \ell = 0, ..., L \), as

\[
N_\ell = \varepsilon^{-2} \sqrt{V^{(\ell)}/C^{(\ell)}} \left( \sum_{\ell=0}^{L} \sqrt{V^{(\ell)} C^{(\ell)}} \right)
\]

6: if \( L \geq 2 \) then test for convergence

7: end if

8: if not converged then \( L = L + 1 \)

9: end if

10: end while

11: Calculate the multilevel estimator \( \hat{s}^{ml} \) as in Equation (17)

### 3.3 MLMC extensions and applications

An interesting extension of MLMC is the randomized MLMC method, which is proposed by Rhee and Glynn (2015). This method uses \( n \) total sample but for each sample, it performs a simulation on level \( \ell \) with probability \( p_\ell \), rather than using the optimal number of samples on each level based on the estimate of the variance. Another significant extension of the MLMC method is the multi-index Monte Carlo (MIMC) method, developed by Haji-Ali, Nobile, and Tempone (2016). MIMC method generalizes the level from one-dimension to multiple directions and thus performs a vector of integer indices \( \ell \) instead of the scalar-level index \( \ell \) in MLMC. Many recent studies are developed based on the key aspect of MIMC. Haji-Ali and Tempone (2018) proposed a hybrid MLMC and MIMC methods and apply them for the McKean-Vlasov equation. The multi-index method can also be extended to the MCMC method (Jasra, Kamatani, Law, & Zhou, 2018). It is also necessary to introduce a variant of MLMC, which uses QMC samples replacing i.i.d. Monte Carlo random samples (Giles & Waterhouse, 2009). There have been some studies on the theoretical foundations and practical applications for multilevel QMC methods (Herrmann & Schwab, 2019; Kuo, Scheichl, Schwab, Sloan, & Ullmann, 2017; Scheichl, Stuart, & Teckentrup, 2017). Many efforts have been also made to combine multilevel methods with MCMC. For example, T. J. (Dodwell, Ketelsen, Scheichl, & Teckentrup, 2015 and T. Dodwell, Ketelsen, Scheichl, and Teckentrup (2019) developed a hierarchical multilevel MCMC method to address the problem of the prohibitively large computational cost of existing MCMC methods for large-scale applications with high-dimensional parameter spaces, for example, in UQ in porous media flow. Several researchers also investigate to combine the multilevel method with data assimilation (Beskos, Jasra, Law, Tempone, & Zhou, 2017), for example, particle filters (Jasra, Kamatani, Law, & Zhou, 2017) and Kalman filtering (Hoel, Law, & Tempone, 2016).

Typically, the MLMC method is used for applications in finance, for example, stochastic differential equations (SDEs) and stochastic partial differential equations (SPDEs) (Giles & Reisinger, 2012) but recently the application of MLMC to UQ problems has attracted an increasing attention (Teckentrup, 2013). Jasra, Law, and Zhou (2016) conducted forward and inverse UQ using MLMC and multilevel sequential Monte Carlo (MLSMC) sampling algorithms for an elliptic nonlocal equation. Eigl, Merdon, and Neumann (2016) introduced an adaptive MLMC with stochastic bounds for quantities of interest with uncertain data. Elfverson, Hellman, and Målqvist (2016) proposed to use MLMC methods for computing failure probabilities of systems modeled as numerical deterministic models with uncertain
input data. Pisaroni, Nobile, and Leyland (2017) proposed a continuation MLMC method for UQ in compressible inviscid aerodynamics and quantify the uncertain system outputs using the MLMC method with central moment estimation (Pisaroni, Krumscheid, & Nobile, 2020). Fairbanks, Doostan, Ketelsen, and Iaccarino (2017) presented an extension of MLMC, referred to as multilevel control variates (MLCV), where a low-rank approximation to the solution on each grid is used as a control variate for estimating the expectations of high-dimensional uncertain systems. Ali, Ullmann, and Hinze (2017) provided an MLMC analysis for optimal control of elliptic PDEs with random coefficients, which is motivated by the need to study the impact of data uncertainties and material imperfections on the solution to optimal control problems. Scheichl et al. (2017) focused on estimating Bayesian posterior expectations in elliptic inverse problems using quasi-MC and MLMC method. Rey, Krumscheid, and Nobile (2019) used the MLMC method to effectively quantify the uncertainties in contact mechanics of rough surfaces.

### 3.4 MFMC methods

Multifidelity methods make use of multiple approximate models and other sources of knowledge to accelerate the time-consuming tasks, for example, UQ, design optimization, and statistical inference. MFMC aims to accelerate the statistical estimation by combining the outputs from the high-fidelity model and a large number of low-fidelity models. Rather than just replacing the high-fidelity model with a low-fidelity model, MFMC utilizes recourse to the high-fidelity model to establish convergence and accuracy guarantees on the statistical quantities of the output response. In 2014, Ng and Willcox (2014) developed a multifidelity method to estimate the mean using the control variates technique. This work utilized efficient low-fidelity models to reduce the computational cost of high-fidelity simulation in optimization with uncertainty. Followed by this work, Peherstorfer, Willcox, and Gunzburger (2016, 2018) extended the multifidelity method by utilizing a large number of low-fidelity models and performed optimal management of model allocations based on their relative fidelities and costs. In fact, several different types of low-fidelity models, for example, projection-based models (Benner, Gugercin, & Willcox, 2015; Peherstorfer & Willcox, 2016; Swischuk, Mainini, Peherstorfer, & Willcox, 2019), surrogate models (Park, Haf-tka, & Kim, 2017), up-scaled models (Durlofsky & Chen, 2012) could be applied to the MFMC framework.

#### 3.4.1 Control variates in multifidelity estimator

The use of control variates technique is to reduce the estimator variance by utilizing the correlation with an auxiliary random variable. As discussed before, the statistics of the auxiliary random variable are known in the standard control variates approach. This requirement can be relaxed by estimating the statistics of the auxiliary random variable from prior knowledge (Pasupathy, Schmeiser, Taaffe, & Wang, 2012). Multifidelity method aims to construct effective auxiliary random variables from low-fidelity models.

Let \( \mathcal{M}_{hi} \) be the high-fidelity model and \( \mathcal{M}_{lo}^{(1)}, ..., \mathcal{M}_{lo}^{(k)}, k \in \mathbb{N} \) be the low-fidelity models. Multifidelity methods use the random variables \( \mathcal{M}_{lo}^{(1)}(X), ..., \mathcal{M}_{lo}^{(k)}(X) \) stemming from the low-fidelity models as control variates to estimate the statistics of the random variable \( \mathcal{M}_{hi}(X) \) of the high-fidelity model. Considering \( n_0 \in \mathbb{N} \) to be the number of high-fidelity model evaluations, and \( n_i \in \mathbb{N} \) to be the number of low-fidelity models \( \mathcal{M}_{lo}^{(i)} \) for \( i = 1, ..., k \), where \( 0 \leq n_0 \leq n_1 \leq ... \leq n_k \), we draw \( n_k \) realizations \( x_1, ..., x_{n_k} \) from the random variable \( X \) and evaluate the high-fidelity model outputs \( \mathcal{M}_{hi}(x_1), ..., \mathcal{M}_{hi}(x_{n_k}) \) and low-fidelity outputs \( \mathcal{M}_{lo}^{(i)}(x_1), ..., \mathcal{M}_{lo}^{(i)}(x_{n_k}) \) for \( i = 1, ..., k \). Therefore, the MC estimates can be derived by using all of these model outputs:

\[
\bar{s}_{n_0}^{hi} = \frac{1}{n_0} \sum_{j=1}^{n_0} \mathcal{M}_{hi}(x_j), \quad \bar{s}_{n_i}^{(i)} = \frac{1}{n_i} \sum_{j=1}^{n_i} \mathcal{M}_{lo}^{(i)}(x_j), \quad i = 1, ..., k.
\]

(21)

The multifidelity estimator of \( \mathbb{E}[\mathcal{M}_{hi}] \) is thus (Peherstorfer, Willcox, & Gunzburger, 2016)

\[
\bar{s}^{mf} = \bar{s}_{n_0}^{hi} + \sum_{i=1}^{k} \beta_i (\bar{s}_{n_i}^{(i)} - \bar{s}_{n_{i-1}}^{(i)}).
\]

(22)
It is noted that the computation of $s_{n_{i-1}}^{(i)}$ in Equation (22) reuses the first $n_{i-1}$ model outputs $M^{(i)}_{lo}(x_{1}),...,M^{(i)}_{lo}(x_{n_{i-1}})$ of the $n_i$ model outputs generated to compute $s_{n_{i}}^{(i)}$ in Equation (21). The control variate coefficients $\beta_1, ..., \beta_k \in \mathbb{R}$ balance the terms $s_{n_{i}}^{(i)} - s_{n_{i-1}}^{(i)}$ stemming from the low-fidelity models and the term $s_{n_{0}}^{hi}$ from the high-fidelity model.

The multifidelity estimator $\hat{s}^{mf}$ is an unbiased estimator of $\mathbb{E}[M_{hi}]$ since

$$\mathbb{E}[\hat{s}^{mf}] = \mathbb{E}[s_{n_0}^{hi}] + \sum_{i=1}^{k} \beta_i \mathbb{E}[s_{n_0}^{hi} - s_{n_{i-1}}^{(i)}] = \mathbb{E}[M_{hi}].$$

Thus, the mean square error (MSE) of the estimator $\hat{s}^{mf}$ is equal to the variance $\mathbb{V}[\hat{s}^{mf}]$ of the estimator, $e(\hat{s}^{mf}) = \mathbb{V}[\hat{s}^{mf}]$. The variance $\mathbb{V}[\hat{s}^{mf}]$ of the multifidelity estimator $\hat{s}^{mf}$ is

$$\mathbb{V}[\hat{s}^{mf}] = \frac{\sigma_{hi}^2}{n_0} + \sum_{i=1}^{k} \left( \frac{1}{n_{i-1}} - \frac{1}{n_i} \right) \left( \beta_i^2 \sigma_i^2 - 2 \beta_i \rho_i \sigma_{hi} \sigma_i \right),$$

where

$$\sigma_{hi}^2 = \mathbb{V}[M_{hi}], \quad \sigma_i^2 = \mathbb{V}[M^{(i)}_{lo}], \quad i = 1, ..., k.$$

are the variance of $M_{hi}(X)$ and $M^{(i)}_{lo}(X)$ respectively. $|\rho_i| \leq 1$ is the Pearson correlation coefficient of the random variables $M_{hi}(X)$ and $M^{(i)}_{lo}(X)$ for $i = 1, ..., k$.

### 3.4.2 MFMC algorithm

The computational cost $C_{mf}$ of the multifidelity estimator $\hat{s}^{mf}$ in Equation (22) has a critical impact on the performance of MFMC algorithm. $C_{mf}$ depends on the number of model evaluations and the single cost of each evaluation. It is therefore given by

$$C_{mf} = n_0 c_{hi} + \sum_{i=1}^{k} n_i c_{lo}^{(i)} = \mathbf{n}^T \mathbf{c}$$

where $\mathbf{n} = [n_0, ..., n_k]^T$ and $\mathbf{c} = [c_{hi}, c_{lo}^{(1)}, ..., c_{lo}^{(k)}]^T$. The high-fidelity model $M_{hi}$ is evaluated at $n_0$ realizations and the low-fidelity model $M^{(i)}_{lo}$ is evaluated at $n_i$ realizations of $X$ for $i = 1, ..., k$.

To achieve efficient propagation of uncertainty, MFMC aims to minimize the variance $\mathbb{V}[\hat{s}^{mf}]$ of the multifidelity estimator $\hat{s}^{mf}$ given a computational budget $C^* \in \mathbb{R}^+$. This goal can be achieved by solving an optimization problem

$$\text{minimize} \quad \mathbb{V}[\hat{s}^{mf}]$$

subject to

$$n_0 > 0,$$

$$n_i \geq n_{i-1}, \quad i = 1, ..., k,$$

$$C_{mf} \leq C^*$$

where the control variate coefficient $\beta_1, ..., \beta_k$ and the number of model evaluations $n_0, ..., n_k$ are design variables. The constraints are $0 < n_0 \leq n_1 \leq ..., \leq n_k$ and the cost $C_{mf}$ is less than the computational budget $C^*$.

Peherstorfer, Willcox, and Gunzburger (2016) have proved that the optimization problem in Equation (27) has a unique close-form optimal solution under specific conditions on the high- and low-fidelity model. The optimal control variate coefficients are
\[ \beta_i^* = \rho_i \frac{\sigma_{hi}}{\sigma_i}, \quad i = 1, \ldots, k, \]  
\[(28)\]

and the optimal numbers of model evaluations are

\[ n_0^* = \frac{C^*}{c_i^T t}, \quad n_i^* = n_0 t_i, \quad i = 1, \ldots, k, \]
\[(29)\]

where \( t = [1, t_1, \ldots, t_k]^T \in \mathbb{R}^{k+1} \) are given as

\[ t_i = \sqrt{\frac{c_{hi}(\rho_i^2 - \rho_{i+1}^2)}{c_i^{(i)}(1 - \rho_i^2)}}, \quad i = 1, \ldots, k. \]
\[(30)\]

We then compare the VR performance between multifidelity estimator \( \hat{s}^{mf} \) and the standard MC estimator \( \hat{s}^{mc} \) which uses the high-fidelity model along. Assuming both \( \hat{s}^{mf} \) and \( \hat{s}^{mc} \) have the same computational budget \( C^* \), the VR ratio is

\[ \chi = \frac{\sqrt{\hat{s}^{mf}}}{\sqrt{\hat{s}^{mc}}} = \left( \sum_{i=1}^{k} \sqrt{\frac{c_i^{(i)}(1 - \rho_i^2) + \sqrt{1 - \rho_i^2}}{\rho_{hi}(\rho_i^2 - \rho_{i+1}^2)}} \right)^2. \]
\[(31)\]

Note that the ratio \( \chi \) in Equation (31) is a sum over the correlation coefficients \( \rho_1, \ldots, \rho_k \) and the costs \( c_{hi}, c_{lo}^{(1)}, \ldots, c_{lo}^{(k)} \) of all computational models in the multifidelity estimator. If VR ratio \( \chi < 1 \), the MFMC estimator is more computationally efficient than the standard Monte Carlo estimator which only uses the high-fidelity model. Equation (31) also demonstrates that both model costs and correlation play essential roles on the efficient multifidelity estimator. The complete MFMC algorithm is summarized in Summary 3 and the code implementation of MFMC can be found at https://github.com/pehersto/mfmc. Note that the step 2 and step 3 in Summary 3 are not easy to be directly estimated. Typically, the variances and correlations in such steps are estimated using samples of the various models. This leads to additional expenses, which should be contained into the total computational cost of MFMC. The estimate error of variance and correlation will have an impact on the identification of optimal control variate coefficients \( \beta_i^* \) in Equation (28) and optimal number of model evaluations \( n_0^* \) and \( n_i^* \) as in Equation (29). Furthermore, the variance of the multifidelity estimator \( \hat{s}^{mf} \) will increase.

**Summary 3 MFMC methods for uncertainty propagation**

1. Identify the high-fidelity model \( \mathcal{M}_{hi}(X) \), and low-fidelity models \( \mathcal{M}_{lo}^{(1)}(X), \ldots, \mathcal{M}_{lo}^{(k)}(X) \)
2. Determine the variances of high-fidelity model \( \sigma_{hi} \) and low-fidelity models \( \sigma_{i1}, \ldots, \sigma_{ik} \)
3. Determine the correlation coefficients \( \rho_i \) of the random variable \( \mathcal{M}_{hi}(X) \) stemming from the high-fidelity model and the random variables \( \mathcal{M}_{lo}^{(i)}(X) \) for \( i = 1, \ldots, k \)
4. Identify the costs of the models \( c_{hi} \) and \( c_{lo}^{(1)}, \ldots, c_{lo}^{(k)} \) and the computational budget \( C^* \)
5. Set \( \rho_{k+1} = 0 \) and define vector \( t = [1, t_1, \ldots, t_k]^T \in \mathbb{R}^{k+1} \) as in Equation (30)
6. Determine optimal control variate coefficients \( \beta_i^* \in \mathbb{R}^{k+1} \) as in Equation (28)
7. Determine optimal number of model evaluations \( n_0^* \in \mathbb{R}_+ \) and \( n_i^* \in \mathbb{R}_+ \) as in Equation (29)
8. Draw \( x_1, \ldots, x_{n_0} \in \chi \) realizations of random variable \( X \)
9. Evaluate high-fidelity model \( \mathcal{M}_{hi} \) at realizations \( x_i, i = 1, \ldots, n_0^* \)
10. Evaluate low-fidelity models \( \mathcal{M}_{lo}^{(1)}, \ldots, \mathcal{M}_{lo}^{(k)} \) at realizations \( x_1, \ldots, x_{n_0^*} \) for \( l = 1, \ldots, k \)
11. Calculate the multifidelity estimator \( \hat{s}^{mf} \) as in Equation (22)
3.4.3 MFMC methods in UQ applications

MFMC has been widely applied to UQ and propagation in engineering. Using the standard MC method, we often need a large number of high-fidelity model evaluations to achieve an accurate approximation of the statistical quantities. Instead, MFMC methods combining outputs from the high-fidelity models and outputs from the low-fidelity models can achieve significant cost reduction and provide unbiased estimators of the statistics. An extension of MFMC is to combine the multifidelity method with importance sampling for estimating very small probabilities of failure in reliability and risk analysis (Peherstorfer, Cui, Marzouk, & Willcox, 2016; Peherstorfer, Kramer, & Willcox, 2017). In addition, MFMC incorporated with the cross-entropy method is also employed for failure probability estimation in rare event simulation (Peherstorfer, Kramer, & Willcox, 2018). Qian, Peherstorfer, O’Malley, Vesselinov, and Willcox (2018) applied MFMC to present an efficient estimation of variance and sensitivity indices in the context of global sensitivity analysis, which is a particularly critical topic in the context of UQ. Geraci, Eldred, and Iaccarino (2017) proposed a multifidelity MLMC method to accelerate uncertainty propagation (forward UQ) in aerospace applications. Fleeter, Geraci, Schiavazzi, Kahn, and Marsden (2020) proposed a similar hybrid method for efficient UQ to improve the accuracy of cardiovascular hemodynamic quantities of interests given a reasonable computational cost. Jofre, Geraci, Fairbanks, Doostan, and Iaccarino (2018) proposed a multifidelity UQ framework to accelerate and estimation and prediction of irradiated particle-laden turbulence simulations. Peherstorfer (2019) improved the MFMC with adaptive low-fidelity models to speed up the estimation of statistics of the high-fidelity model outputs. Quaglino, Pezzuto, and Krause (2018) proposed high-dimensional and higher-order MFMC estimators, and they applied the proposed approach to a selected number of experiments, with a particular focus on cardiac electrophysiology. Fleeter et al. (2020) proposed an efficient UQ framework utilizing a multilevel MLMF estimator to improve the accuracy of hemodynamic quantities of interest while maintaining reasonable computational cost. Gorodetsky, Geraci, Eldred, and Jakeman (2020) developed a generalized approximate control variate framework for multifidelity UQ. A recent work proposed by Khan, Kani, and Elsheikh (2019) focused on machine learning-based hybrid multilevel multifidelity method, which utilizes the proper orthogonal decomposition (POD)-based approximation and gradient boosted tree surrogate model.

Multifidelity methods have much broader applications, not only Monte Carlo-based methods, but also more general UQ aspects, for example, optimization with uncertainty (Bonfiglio, Perdikaris, Brizzolara, & Karniadakis, 2018; Heinkenschloss, Kramer, Takhtaganov, & Willcox, 2018; Pang, Perdikaris, Cai, & Karniadakis, 2017), multifidelity surrogate modeling (Chaudhuri, Lam, & Willcox, 2018; Gaselle Fernandez-Godino, Park, Kim, & Haftka, 2019; Guo, Song, Park, Li, & Haftka, 2018; Parussini, Venturi, Perdikaris, & Karniadakis, 2017; Perdikaris, Venturi, Royset, & Karniadakis, 2015; Tian et al., 2020) and multifidelity information reuse, and fusion (Cook, Jarrett, & Willcox, 2018; Perdikaris, Venturi, & Karniadakis, 2016). We refer to (Park et al., 2017; Peherstorfer, Willcox, & Gunzburger, 2018) for a comprehensive introduction and in-depth discussion of multifidelity methods for uncertainty propagation.

3.5 MMMC methods

In engineering practice, a common situation is to have a limited cost or time budget for data collection and thus one ends up with sparse data sets. This leads to epistemic uncertainty along with aleatory uncertainty, and a mix of these two sources of uncertainties (requiring imprecise probabilities [Augustin et al., 2014]) is a particularly challenging problem. It has been argued that epistemic uncertainties require a different mathematical treatment than aleatory uncertainties (Der Kiureghian & Ditlevsen, 2009). Arguments have been made for a variety of nonprobabilistic and probabilistic treatments of epistemic uncertainties. Nonprobabilistic uncertainty theories include fuzzy sets (Zadeh, 1965), interval methods (Weichselberger, 2000), convex models (Ben-Haim & Elishakoff, 2013), and Dempster-Schafer evidence theory (Dempster, 2008). Probabilistic approaches include probability boxes (p-boxes) (Dannert et al., 2021; Ferson & Hajagos, 2004), Bayesian (Sankararaman & Mahadevan, 2013; Wei, Liu, Valdebenito, & Beer, 2021), random sets (Fetz & Oberguggenberger, 2004, 2016), and frequentist theories (Walley & Fine, 1982). Walley (1991, 2000)) developed a unified theory of imprecise probabilities, but there are still many methods to investigate the imprecision. Beer, Ferson, and Kreinovich (2013)) presented an extensive review for many of these theories in engineering applications. The interested reader may find more details involving the application of imprecise probabilities in Beer et al. (2013).

Zhang and Shields (2018b) proposed a novel and efficient methodology for quantifying and propagating uncertainties resulting from a lack of data. As shown in Figure 2, the method typically starts from the input data collection
and then exploits the concepts of multimodel inference from both information-theoretic and Bayesian perspectives to identify an ensemble of candidate probability distribution models (Figure 2b) and associated model probabilities that are representative of the given small data sets. Both model-form uncertainty and model parameter uncertainty are identified and estimated within the proposed methodology. Unlike the conventional method that reduces the full probabilistic description to a single probability distribution model, the proposed method fully retains and propagates the total uncertainties quantified from all candidate probability distribution models and their model parameters through a computational model and one finally obtains a probabilistic description of response output (Figure 2c). This is achieved by identifying an optimal importance sampling density that best represents the full set of probability distribution models, propagating this sampling density, and reweighting the samples drawn from each of candidate probability distribution models using MC sampling. As a result, a complete probabilistic description of the epistemic uncertainty is achieved with several orders of magnitude reduction in MC-based computational costs. As pointed out in Sankararaman and Mahadevan (2013), the conventional MC propagation of this type of uncertainties requires multiple loops, as shown in Figure 3a. The proposed method provided a new direction, shown in Figure 3b, to collapse these multiple loops to a single MC loop on a surrogate distribution obtained by optimization. By propagating
this surrogate distribution and reweighting the samples based on importance sampling, the proposed method achieves to simultaneously propagate uncertainty associated with a full set of probability distributions.

Since the proposed methods integrate the multimodel inference and importance sampling for effective UQ and propagation, we name these kinds of MC methods as MMMC method. Note that the target of MMMC is different from the MLMC and MFMC discussed above, because existing MMMC methods focus on the quantification and propagation of input uncertainties through a deterministic computational model \( M \). It is possible to incorporate the stochasticity of the computational model into the MMMC framework, but this content is beyond the scope of this article. We refer the readers to Zhang (2018) and Zhang and Shields (2018b) for more details and discussions.

### 3.5.1 Multimodel inference from small data

Traditionally, model selection is used to identify a single “best” model given a set of candidate models and available data, the model is the sole model used for making inference from data. Any uncertainty associated with model selection is simply ignored since a single model has been selected. Nevertheless, it is difficult (and often impossible) to identify a unique best model without significant assumptions. For example, if very limited input data, for example, 10 data, shown in Figure 2a, is collected, it is challenging to identify a single probability distribution, for example, Normal, Lognormal, Gamma, or Weibull, to accurately represent the data. Hence, it is necessary to consider model uncertainty and compare the validity of multiple candidate probability distribution models, which is referred to as multimodel inference, as developed by Burnham and Anderson (2004)). In the multimodel inference framework, there are two approaches: information-theoretic model selection and Bayesian model selection. The information-theoretic method is implemented by establishing a criterion for the information loss resulting from approximating truth with a model. As a result, an appropriate model selection criterion is to minimize the information loss. In terms of this idea, Akaike proposed the Akaike Information Criterion (AIC) based on the fact that the expected relative Kullback-Leibler (K-L) divergence could be approximated by the maximized log-likelihood function with a bias correction (Akaike, 1974). AIC is defined as

\[
AIC = -2 \log(\mathcal{L}(\hat{\theta} | d, \psi)) + 2K
\]

where \( K \) is the dimension of the parameter vector \( \theta \), \( \mathcal{L}(\hat{\theta}) \) is the likelihood function given the maximum likelihood estimate of the parameters \( \theta \), \( d \) is the input data, and \( \psi \) is the probability distribution model (e.g., Normal, Lognormal, Gamma, Weibull, etc.) of input data. It is necessary to establish a relative scale for AIC values, \( \Delta_A^{(i)} = AIC^{(i)} - AIC^{\text{min}} \) then, we can estimate the distribution model probability

\[
\pi_i = p(\psi_i | d) = \frac{\exp\left(-\frac{1}{2} \Delta_A^{(i)}\right)}{\sum_{j=1}^{N_p} \exp\left(-\frac{1}{2} \Delta_A^{(j)}\right)}
\]

where \( N_p \) is the number of candidate probability distribution models \( \Psi = \{\psi_1, ..., \psi_{N_p}\} \).

In the Bayesian setting, we consider an initial model prior probabilities \( \bar{\pi}_i = p(\psi_i) \) with \( \sum_{i=1}^{N_p} \bar{\pi}_i = 1 \) for each probability distribution model \( \psi_i \in \Psi \). Using Bayes' rule, the posterior model probability is given by

\[
\pi_i = p(\psi_i | d) = \frac{p(d | \psi_i)p(\psi_i)}{\sum_{j=1}^{N_p} p(d | \psi_j)p(\psi_j)} , \quad i = 1, ..., N_p
\]

having \( \sum_{i=1}^{N_p} \pi_i = 1 \) and where

\[
p(d | \psi_i) = \int_{\theta_i} p(d | \theta_i, \psi_i)p(\theta_i | \psi_i)d\theta_i, \quad i = 1, ..., N_p
\]

is the evidence of probability distribution model \( \psi_i \).
It is common to select the probability distribution model \( \psi^* \in \Psi \) with the highest posterior model probability as the single “best” model. By contrast, multimodel inference method ranks the candidate probability distribution models by their posterior model probabilities calculated by Equation (33) or Equation (34) and retains all plausible probability distribution models with non-negligible probability. When the plausible probability distribution models with their associated model probabilities are identified, the probability distribution model parameters (e.g., mean and standard deviation) uncertainty are assessed by Bayesian inference

\[
p(\theta_i|d, \psi_i) = \frac{p(d|\theta_i, \psi_i)p(\theta_i|\psi_i)}{p(d|\psi_i)} \propto p(d|\theta_i, \psi_i)p(\theta_i|\psi_i), \quad i = 1, \ldots, N_p.
\]

The posterior \( p(\theta_i|d, \psi_i) \) is identified implicitly through MCMC without requiring the calculation of model evidence \( p(d|\psi_i) \). However, the evidence is very critical in Bayesian multimodel inference and needs to be calculated with caution. We refer to (Zhang & Shields, 2018a) for a detail discussion of the evidence calculation.

A classical method is to identify a unique set of the probability distribution model parameters from the posterior using the maximum a posterior (MAP) estimator. However, due to a lack of data, the posterior parameter probability will likely possess a large variance. Thus, we retain the full posterior densities for each plausible probability distribution model instead of discarding the full uncertainty by selecting a single set of MAP estimator or integrating out its variability using model averaging methods. Theoretically, combining model-form uncertainty and model parameter uncertainty yields an infinite set of parametrized probability distribution models. Practically, it is necessary to reduce this to a finite but statistically representative set of models. This is achieved by MC sampling, which randomly selects a probability distribution model family from \( \Psi \) with model probabilities \( \pi_i \) and randomly selects its parameters from the joint parameter densities \( p(\theta_i|d, \psi_i) \). A detailed discussion of this process can be found in Zhang and Shields (2018b)). Now we have a large number of plausible probability distribution models, and the key question is how to efficiently propagate these input probability distributions through a computational model \( M \).

### 3.5.2 Importance sampling

Importance sampling involves a change of probability measure. Instead of taking \( X \) from a distribution with \( p \), we draw random samples \( x_1, \ldots, x_n \in \mathcal{X} \) from an alternative probability density function (pdf) \( q \) to estimate the expectation

\[
\mu_q = \mathbb{E}_q[\mathcal{M}] = \int_{\mathcal{X}} \mathcal{M}(x) \frac{p(x)}{q(x)} q(x) dx = \frac{1}{n} \sum_{i=1}^{n} \mathcal{M}(x_i) \frac{p(x_i)}{q(x_i)} = \frac{1}{n} \sum_{i=1}^{n} \mathcal{M}(x_i) w(x_i) \tag{37}
\]

where \( \mathbb{E}_q[\cdot] \) is the expectation with respect to \( q(x) \) and \( \mathcal{M} \) is the computational model. The ratios \( w(x) = p(x)/q(x) \), as the importance weights, play a fundamental role in the importance sampling estimator.

The importance sampling method is also an unbiased estimator, which means that \( \mathbb{E}[\mu_q] = \mathbb{E}[\mathcal{M}] \). We are interested to study the variance of \( \mu_q \), which is \( \mathbb{V}_q[\mu_q] = \sigma_q^2/n \), where

\[
\sigma_q^2 = \int_{\mathcal{X}} \left( \frac{\mathcal{M}(x)p(x)}{q(x)} \right)^2 dx - \mu^2 = \int_{\mathcal{X}} \left( \frac{\mathcal{M}(x)p(x) - \mu q(x)}{q(x)} \right)^2 dx. \tag{38}
\]

where \( \mu = \mathbb{E}[\mathcal{M}] \) is the true estimator.

From the second expression in Equation (38), we note that

\[
\sigma_q^2 = \mathbb{E}_q[\left( \frac{\mathcal{M}(X)p(X) - \mu q(X)}{q(X)} \right)^2/q(X)^2]. \tag{39}
\]

The variance estimate is therefore written as
\[ \sigma_q^2 = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{M(x_i)p(x_i)}{q(x_i)} - \mu \right)^2 = \frac{1}{n} \sum_{i=1}^{n} \left( w(x_i)M(x_i) - \mu \right)^2. \quad (40) \]

The variance estimated above guides us how to select a good sampling density \( q(x) \) to reduce variance in the importance sampling. Assume that \( M(x) \geq 0 \) and \( \mu > 0 \), then the optimal sampling density is given by

\[ q^*(x) = \frac{M(x)p(x)}{E[M(x)]} = \frac{M(x)p(x)}{\mu} \quad (41) \]

which achieves \( \sigma_q^2 = 0 \) but is always infeasible in practice. This is because that we could compute \( \mu \) directly from \( M, p \) and \( q \) without any sampling (Owen, 2013).

### 3.5.3 Uncertainty propagation using optimal importance sampling

Instead of achieving a VR, we are more interested in ensuring that our sampling density is as close as possible to the target density \( p(x) \), given the difficulty of sampling from \( p(x) \) itself. This is achieved by minimizing the \( f \)-divergence which defines the difference between two distributions \( P \) and \( Q \) over a space \( \Omega \) with measure \( \mu \) as:

\[ D_f(P \| Q) = \int_{\Omega} f \left( \frac{p(x)}{q(x)} \right) q(x) d\mu(x) \quad (42) \]

Various functions \( f(\cdot) \) have been proposed based on the basic definition in Equation (42), for example, Kullback–Leibler divergence, Hellinger distance, total variation distance, and mean square difference (MSD).

Zhang and Shields (2018b) provided an explicit analytical derivation for the optimal importance sampling density given an ensemble of candidate target probability densities. The approach firstly introduced a widely used metric, the MSD, to quantify the difference between one importance sampling density and one target probability density, which is given by:

\[ H(P \| Q) = \frac{1}{2} \int (p(x) - q(x))^2 dx. \quad (43) \]

The corresponding total expected mean squared difference between a single sampling density \( q(x) \) and the ensemble of \( N_p \) probability target densities \( p_j(x | \theta_j, \psi_j), j = 1, \ldots, N_p \) can be formulated as:

\[ \mathcal{E} = \sum_{j=1}^{N_p} E[H(P_j \| Q)] = E_{\theta} \left[ \sum_{j=1}^{N_p} \frac{1}{2} \left( p_j(x | \theta_j, \psi_j) - q(x) \right)^2 dx \right] \quad (44) \]

To ensure the sampling density \( q(x) \) is as close as possible to the multiple target probability densities \( p_j(x | \theta_j, \psi_j), j = 1, \ldots, N_p \), an overall optimization problem is solved to minimize the total expected mean squared difference expressed as a functional \( \mathcal{I}(q) \) given isoperimetric constraint \( \mathcal{J}(q) \)

\[ \text{minimize} \quad \mathcal{I}(q) = E_{\theta} \left[ \int \mathcal{F}(x, \theta, q(x)) dx \right] \]

subject to \( \mathcal{J}(q) = \int q(x) dx - 1 = 0 \quad (45) \]

where the action functional \( \mathcal{F}(\cdot) \) is the total square differences:
and \(E_\theta\) is the expectation with respect to the posterior probability of the model parameters \(\theta\). \(\mathcal{F}(\theta)\) ensures that \(q(x)\) is a valid probability density function. Note that the optimization problem in Equation (45) has a closed-form solution given by the convex mixture model (Zhang & Shields, 2018b)

\[
q^*(x) = \frac{1}{N_p} \sum_{j=1}^{N_p} E_\theta \left[ p_j \left( x | \theta_j, \psi_j \right) \right]
\]

and this solution can be generalized to combine the posterior model probabilities as

\[
q^*(x) = \sum_{j=1}^{N_p} \pi_j E_\theta \left[ p_j \left( x | \theta_j, \psi_j \right) \right]
\]

where \(\pi_j\) is the posterior model probability for model \(\psi_j\), computed by Equation (33) or Equation (34).

Samples are drawn from \(q^*(x)\) are reweighted based on the importance weights. In other words, each sample drawn from \(q^*(x)\) is reweighted a large number of times according to each plausible probability distribution model. We thus simultaneously propagate an ensemble of probability distribution models and achieve a significant improvement, which is to reduce a multiloop MC with \(n^3\) samples to a single loop MC with \(n\) samples, as shown in Figure 3. Moreover, the developed method provides a high degree of flexibility, and consequently, it is easy and adaptively updated to accommodate additional new collected data or new candidate probability distribution models but without additional computational cost. We added a summary of the MMMC algorithm procedure as Summary 4 and we also refer the interested readers to (Zhang & Shields, 2018b, 2019) for in-depth analysis and discussion. The code implementation of MMMC (e.g., multimodel inference and importance sampling) can be found at UQpy (https://github.com/SURGroup/UQpy). UQpy (Uncertainty Quantification with Python) is an open-source Python package for general UQ in mathematical and physical systems and it serves as both a user-ready toolbox that includes many of the latest methods for UQ in computational modeling and a convenient development environment for Python programmers advancing the field of UQ (Olivier et al., 2020).

Summary 4 MMMC methods for uncertainty propagation

1. Collected initial limited data \(d\) from experiments or simulations
2. Identify candidate probability distribution models \(\Psi = \{\psi_1, \ldots, \psi_{N_p}\}\) for input data \(d\)
3. Compute model probabilities using information-theoretic in Equation (33) or Bayesian multimodel inference in Equation (34)
4. Estimate the posterior joint parameter density \(p(\theta | d, \psi_i)\) for each plausible probability distribution model \(\psi_i\), using Bayesian inference with MCMC, as in Equation (36)
5. Establish a finite model set by randomly selecting the model family \(\psi_i\) with model probability \(\pi_i\) and randomly generating parameter values from \(p(\theta | d, \psi_i)\)
6. Determine the optimal sampling density \(q^*(x)\) by solving the optimization problem defined in Equation (45)
7. Draw random samples from \(q^*(x)\) and evaluate the computational model \(M(x)\)
8. Propagate the uncertainties by reweighting the samples according to the importance weights \(w(x) = p(x)/q(x)\)
9. Compute the statistical estimator, for example, mean of the response output
3.5.4 MMC extensions and applications

Along with the MMC framework, Zhang and Shields further investigated the effect of prior probability on quantification and propagation of imprecise probabilities resulting from small data sets (Zhang & Shields, 2018a). It is demonstrated that prior probabilities play a critical role in Bayesian multimodel UQ framework for small data sets, and inappropriate priors may lead to biased probabilities as well as inaccurate estimators even for large data sets. When a multidimensional UQ problem is involved, a further study generalizes this MMC methodology to overcome the limitations of the independence assumption (or subjective Gaussian correlation assumption) by introducing a flexible copula dependence model to capture complex dependencies (Zhang & Shields, 2020). Zhang et al. also extended the MMC framework to integrate uncertainties into sensitivity index estimators and proposed an imprecise global sensitivity analysis method (Zhang, TerMaath, & Shields, 2021). This method provides a full probabilistic description of Sobol' indices, whose distribution characterizes uncertainty in the sensitivity resulting from small data set size. The proposed method has been applied to many real-world science and engineering problems, for example, material science (Bostanabad et al., 2018; X. Liu et al., 2021; Zhang, Shields, & TerMaath, 2020; Zhang et al., 2020), structural reliability (Sofi, Muscolino, & Giunta, 2020; Song, 2020; Sundar & Shields, 2019; C. Wang, Zhang, & Beer, 2018), failure and risk assessment (Guo, Yi, Fu, Huang, & Teng, 2019; Manouchehrynia, Abdullah, & Singh Karam Singh, 2020; Z. Wang & Jia, 2020), etc.


4 CONCLUSIONS

In many cases across CSE, UQ is playing an increasingly important role in computationally evaluating the performance of complex mathematical, physical, and engineering systems. Typically, a computationally expensive high-fidelity model characterizes the system with high accuracy but high costs. Thus the standard MC method is often very time-consuming because it relies on a large number of random samples (model evaluations) to estimate the statistical quantities of response outputs. Several efficient MC methods are therefore proposed to address the computational challenges. MLMC method utilizes control variates technique to reduce the computational cost by performing most simulations at a relatively low cost and only a few simulations at a high-cost. Similar to the MLMC method, the MFMC method, as a variant of the control variates, aims to combine high-fidelity models and low-fidelity models to speed up the statistical estimation. In the context of imprecise probabilities, typically arising from small data issues, the MMC method is developed to quantify the uncertainties using multimodel inference, which combines the model-form and model parameter uncertainties, and then efficiently propagate an ensemble of probability models through the optimal importance sampling reweighting scheme. These efficient modern MC methods can be employed to address many UQ challenges, not only for forward UQ problems, but also more general UQ-related issues, for example, optimization with uncertainty, robust design with uncertainty, and UQ in artificial intelligence and machine learning.
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