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Introduction

Challenges

• LLM suitability for domain-specific tasks, e.g., finance and healthcare, is limited due to their 
immense scale at deployment, susceptibility to misinformation.

• Tuning small LMs on target domain data requires extensive human effort and expert knowledge, 
making supervised fine-tuning very expensive

Intuitions

• High-fidelity human annotation + low-fidelity LLM annotation

• Interactive fine-tuning + knowledge distillation (prompt retrieval)

• Limited budget: less human effort with large LLM annotations
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Overview
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(a) Overview of IMFL framework
(b) Compare IMFL

(1X Human + 4X GPT3.5)
with human annotators

IMFL aims at solving the best acquisition strategy that balances between low-fidelity automatic LLM annotations and high-fidelity 
human annotations to maximize model performance given limited annotation budgets. (b) IMFL significantly outperforms the 3X human 
annotation baselines in all four tasks and is very close to 5X upper bound in the Headline dataset (showed). This result indicates that 
the high human annotation cost in domain-specific tasks can be greatly reduced by employing IFML, which utilizes fewer human 
annotations combined with cheaper GPT-3.5 annotations to achieve competitive performance.
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Interactive Multi-fidelity Learning (IMFL)
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Novel Designs in IMFL

v Design 1: In-context learning with 
similarity-based prompt retrieval

v Design 2: Variable batch-size query
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Exploration-Exploitation Query Strategy
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EEQ harnesses human annotation for exploitation by maximizing informativeness through 
uncertainty sampling, and LLM annotation for exploration by enhancing representativeness 
through diversity sampling --- two-stage selection
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Illustration of exploration-exploitation query strategy with core components and steps
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Experiments Setup
Fine-tuning. Dolly 2.0 as the target LM for fine-tuning on 8 NVIDIA V100 32G 

Query and Annotation. GPT-3.5-turbo as the LLM annotator and limited our unannotated 
data pool to only contain 3000 data samples (sampled from the original training dataset)

Annotation and Computational Budget. Annotation budget of 1000 for all datasets, human 
annotation is 200 and LLM annotation budget is 800. A total number of interaction rounds for 
fine-tuning is 5. 
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Main Results: IMFL vs Human 

Comparisons between our multi-fidelity learning (200 human + 800 GPT-3.5 annotations) and 
various sizes of human annotations.
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Main Results: IMFL vs GPT

Comparisons between our IMFL and single low-fidelity (all GPT-3.5) annotation on four 
domain-specific tasks given 1000 annotation budget.
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Analysis: EEQ and Designs
Exploitation-Exploration Query vs Random Query Strategy

Effects of prompt retrieval, variable batch size, and batch orders
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Analysis: different LLMs and Human Ratio 
A comparison of annotation accuracy by GPT-3 , GPT-3.5 and GPT-4 in zero/few-shot learning

Ablation Study of Human Annotation Ratio
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Discussion and Limitation
Our achievement
• IMFL can significantly reduce the high cost of human annotation in domain-specific tasks. 

• IMFL efficiently uses sparse human supervision to improve GPT-3.5/4 annotations through prompt 
retrieval and in-context learning, ultimately leading to enhanced performance.

Our future work
• IMFL framework assumes that the annotation budget is defined by the number of annotations, rather 

than reflecting the true cost which typically involves multiple complex factors. 

• IMFL’s performance is limited by the size of the unannotated dataset and the diversity of examples 
presented in the dataset as IMFL only seeks to improve performance through annotating existing 
samples rather than creating new samples.

• The performance of IMFL to continue to grow by incorporating stronger LLM annotators, such as 
GPT-4-turbo, to further improve annotation accuracy


